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Comite Consultatif International des Radiocommunications
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Communications Research Center (Canada)
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Group of Pictures

HRC
Hypothetical Reference Circuit

IRT
Institut Rundfunk Technische (Germany)
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International Telecommunications Union

MM
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MOS
Mean Opinion Score
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Mean Opinion Score, predicted

MPEG
Motion Pictures Expert Group

NR
No (or Zero) Reference)

NTSC
Nat’l Television Standard Code (60 Hz TV)

PAL
(50 Hz TV)

PS
Program Segment

QAM
Quadrature Amplitude Modulation

QPSK
Quadrature Phase Shift Keying

RR
Reduced Reference

SMPTE
Society of Motion Picture and Television Engineers

SRC
Source Reference Channel or Circuit

SSCQE 
Single Stimulus Continuous Quality Evaluation

VQEG
Video Quality Experts Group

VTR
Video Tape Recorder

1.  Introduction

This document defines the procedure for evaluating the performance of objective video quality models submitted to the Video Quality Expert Group (VQEG) formed from experts of ITU-T Study Groups 9 and 12 and ITU-R Study Group 6. It is based on discussions from various meetings of the VQEG Multimedia experts group (MM), on 6-7 March in Hillsboro, Oregon at Intel and on 27-30 January 2004 in Boulder, Colorado at NTIA/ITS. 

The goal of the MM group is to recommend a quality model suitable for application to digital video quality measurement in multimedia applications. Multimedia in this context is defined as being of or relating to an application that can combine text, graphics, full-motion video, and sound into an integrated package that is digitally transmitted over a communications channel. Common applications of multimedia that are appropriate to this study include video teleconferencing, video on demand and Internet streaming media. The measurement tools recommended by the MM group will be used to measure quality both in laboratory conditions using a FR method and in operational conditions using RRNR methods.

The performance of objective models will be based on the comparison of the MOS obtained from controlled subjective tests and the MOSp predicted by the submitted models. This testplan defines the test method or methods, selection of test material and conditions, evaluation metrics to examine the predictive performance of competing objective multimedia quality models.

to correlation metrics, the recommendation must consider technical constraints such as reference bit rate, in service and real time operation.

The overall preference is that for each form of model assessed by the group, to have one model for recommendation, but multiple models are possible depending on the outcome of the tests. In order to achieve this goal, the purpose of the MM Group is to produce a more discriminating test than was accomplished in the VQEG Phase I tests
. Then, the quality range will address broadcast TV and real-time implementation issues will be evaluated through the complexity of the recommended model(s). 

The objective models will be tested using a set of digital video sequences selected by the VQEG RRNR-TV group. The test sequences will be processed through a number of hypothetical reference circuits (HRC's). The quality predictions of the submitted models will be compared with subjective ratings from human viewers of the test sequences as defined by this Test Plan. The set of sequences will cover both 50 Hz and 60 Hz formats. 

Several bit rates of reference channel are defined for the model, these being zero (No Reference), 10 Kb/s, 56 Kb/s and 256 Kb/s. 

Model performance for each from of model will be compared separately with the results from each of the four bit rates, then compared between them, for a given efficiency.

A final report will be produced after the analysis of test results.

2.  Subjective Evaluation Procedure

2.1. The DSCQS method

2.1.1. General description

2.1.2. Viewing conditions

DSCQS: FR and RR will use DMOS; NR will use raw score.

Video will be tested. Audio-video may be tested as well if test material is available.  If AV testing is done, it is expected that there will be these tests on the the same material:

Video only (DSCQS)

Audio only (DSCQS)

Audiovisual quality (DSCQS)
Note: 1 pixel of video will be displayed as 1 pixel native display.
For Video use Rec. 500.

QCIF: nominally 6-10H and let viewer choose within physical limits (natural for PDAs).
CIF:
6-8H and let viewer choose within physical limits.
601:
6H

H=Picture Heights (picture is defined as the size of the video window)
For AV tests, room must be acoustically isolated for audiovisual test according to Rec.?P.800. or BS.1116.
Use of headphones will be investigated and perhaps included or mandated in the test.  (e.g., Stax diffused field equalized Headphones).
The specification and selection of audio and video cards is to be decided.

Display:

PDA/mobile: [progressive] LCD monitor will be used

PC1:
LCD or CRT will be used.  Decision to be made after viewing possible test material at the next meeting on both types of monitors.

PC2:
LCD or CRT will be used.  Decision to be made after viewing possible test material at the next meeting on both types of monitors.

2.1.3. Instructions to viewers for quality tests

Viewers must be instructed to move as little as possible.
2.1.4. Viewers

2.2. Data format

2.2.1. Results data format

2.2.2. Subject data format

2.2.3. Subjective Data analysis

3. Test Laboratories

Test Labs (Potential)

Existing ILGs (FUB, Verizon, CRC; Intel) 

+ France-Telecom using MSCQS ? Perhaps with lower fee. The participation of France-Telecom using MSCQS is too be finally agreed to at the next meeting. 

3.1. ILG

3.2. Proponent Laboratories

Proponents (once models have been submitted)?

(e.g. Yonsei, Genista, NTT, BT, NTIA/ITS, OPTICOM?)

4. Sequence processing and data formats

4.1. Sequence processing overview

4.2. Test materials

SRCs

Strong preference for gathering test material with related, high quality audio.

- representative of multimedia

- image resolution: 

PDA/Mobile test:

Original SRC could be 601; DV; other;

SRC for the Models and the Subj. test will be QCIF with no upsampling or downsampling.

PC test1:

Original SRC could be 601; DV; other;

SRC for the Models and the Subj. test will be CIF with no upsampling or downsampling.

PC test2:

Original SRC could be 601; DV; other;

SRC for the Models and the Subj. test will be 601 progressive (may need to be deinterlaced).

All test material that needs to be deinterlaced and downsampled must be processed with the same software (preferably freeware). Intel, Genista, and France-Telecom has volunteered to deinterlace data when needed.

Priority order for doing the test: QCIF, CIF, and 601

REC 601 = 720x576

CIF = 352x288

QCIF = 176x144

SRC content types desired in the MM tests

1)
video conferencing

2)
movies, movie trailers

3)
sports, 

4)
music video, 

5)
advertisement,

6)
animation*

7)
broadcasting news (more on the news, not on the studio). 

8)
home video

Open source test material is preferred.

All source material should be 25 or 30 frames per second progressive except for animation.  For interlaced material, the deinterlacing process needs further investigation to ensure that it produces acceptable source material to the subjective and objective tests.  

X% of test material should be unknown to the proponents prior to submitting their model’s executable code.

By February 12, 2004 Proponents will inform the VQEG reflector concerning the feasibility of producing a dataset that can be shared with the other proponents.  (see notes for details).

Newly created material, run through HRCs and used in a subjective test.

4.2.1. Selection of test material (SRC)

4.2.2. Hypothetical reference circuits (HRC)

HRCs

Approximate video bit-rates 

o
PDA/Mobile: 
16kbs to 320 kbs (e.g., 16, 32, 64, 128, 192, 320)

o
PC1 (CIF):
128kbs to 704kbs (e.g. 128, 192, 320, 448, 704)

o
PC2 (601):
320kbs to 2Mbs (e.g. 320, 448, 704, ~1M, ~1.5M, ~2M)

Reference 3G document for PDA/Mobile bit rates (384 estimated reasonable payload).

- Error conditions produced using packet loss rates and bit errors:

o
Level 1: 
0

o
Level 2:

Low

o
Level 3

Medium

o
Level 4:

High

Note: Proponents are asked to provide examples of error conditions that are relevant to the industry.  These examples will be viewed at the next meeting and/or examined after electronic distribution (only open source video is allowed for this).  Error conditions can be introduced using packet-loss and/or bit error conditions.

Coding Schemes:

Coding Schemes we expect to use will be Windows Media Player 9, H.264 (MPEG-4 Part 10), Real, Apple Quicktime.  Other coding schemes may be used if approved in the future.

o
PDA/Mobile: 


o
PC1 (CIF):


o
PC2 (601):


Uncompressed AVI files will be used for subjective and objective tests.  Tools are being sought to convert from the various coding schemes to uncompressed AVI. 

Further tools for deinterlacing 601 and other interlaced test material are sought.  This would be to deinterlace 601 into 525 and 625 progressive 30 fps and 25 fps respectively, as well as producing CIF and QCIF formats.  Algorithms will be proposed on the reflector and approved before processing takes place.

Final test material will be in uncompressed AVI. Video (full frame, full fps) and audio (16 bit, 44-48 kHz stereo) interleaved each frame.

Frame rates

For those codecs that only offer automatically set frame rate, this rate will be decided by the codec.

Some codecs will have options to set the frame rate either automatically or manually.

For those codecs that have options for manually setting the frame rate (and we choose to set it for the particular case), 5 fps will be considered the minimum frame rate (an exception might be made for 16kbs).  

Manually set frame rates (new-frame refresh rate) will include: (30, 25, 15, 10, 5).

(definitions section should remove all ambiguity).

Initial Frame rate of video is 30fps  (for Example)

Sampling Rate is 30/X for example 30/2 = sampling rate of 15fps.  This is called frame rate.

Then we upsample and repeat frames from the sampling rate of 15fps – 30 fps display output

DISPLAY – Frequencies 50Hz, 60Hz, 72 Hz etc… scan rate

Temporally varying frame rates are acceptable for the HRCs.

When producing test material, care must be taken to ensure that the codec has stabilized before the actual test sequence begins and after it has ended (e.g. if using VQEG Phase I material, concatenation of the sequence with parts of itself would probably be required).
Calibration:
Full Reference Models must include calibration.

Reduced-Reference Models must include temporal calibration if the model needs it.  Spatial offsets are expected to be very rare.  Spatial registration will be assumed to be within (1) pixel. Gain, offset, and spatial registration will be corrected, if necessary, to satisfy the calibration requirements specified in this test plan.
No-Reference Models should not need calibration

Bit-rates

Packet Loss Rates
Frame Rates
Coding Schemes

Proposal:

WM9

h.264

RealNetworks

Apple Quicktime

Include matrix with test conditions set out for both types of test (i.e. TV and PDA/mobile)

4.2.3. Distribution of tests over facilities

4.2.4. Processing and editing sequences

4.2.5. Randomization

4.2.6. Presentation structure of test material

5. Objective Quality Models

5.1. Model type

Models (that may be submitted)

FR
Video and Audiovisual

RR
Video


Side Channels allowed in the RR models:

o
PDA/Mobile (QCIF): 
(1k, 10k)

o
PC1 (CIF):

(10k, 64k)

o
PC2 (601):

(10k, 64k, 128k)

NR
Video
5.2. Model input and output data format

5.3. Submission of executable model

5.4. Registration

5.5. Results analysis

6.  Objective quality model evaluation criteria

Data Analysis

The same techniques that were used in the VQEG PhaseII test and reported in the final report will be used.
If DSCQS, need to include F-tests and consider aggregation issues.

6.1. Introduction to evaluation metrics

A number of attributes characterize the performance of an objective video quality model as an estimator of video picture quality in a variety of applications. These attributes are listed in the following sections as:

· Prediction Accuracy

· Prediction Monotonicity

· Prediction Consistency

This section lists a set of metrics to measure these attributes. The metrics are derived from the objective model outputs and the results from viewer subjective rating of the test sequences. Both objective and subjective tests will provide a single number (figure of merit) for each half second of the processed sequence that correlates with the video quality MOS of the processed sequence. It is presumed that the subjective results include mean ratings and error estimates that take into account differences within the viewer population and differences between multiple subjective testing labs.

The objective quality model evaluation should be done in 5 steps, as described below. Two main evaluations are proposed, one common evaluation, and a post processed evaluation. The post processed evaluation allows an increase in the number of evaluation criteria in a meaningful way. The quantized evaluation is often more relevant than other comparisons.


	1
	Data set verified by ILG.

	2
	Evaluation Metrics for the data set

	3
	Post processing : quantization

	4
	Evaluation Metrics for the quantized data set

	5
	Diagnostic


Figure 1.  Objective quality model evaluation.

Evaluation metrics are described below and several metrics are computed to develop a set of comparison criteria. Furthermore, the data set should not be shared to keep information secure. Thus, if a proponent wanted to share the data set to distinguish several reduced reference bitrate categories, or other specific aspects, it will have to be discussed before the data analysis starts. The data set parts will have to be large enough to allow relevant statistical analysis (at least 600 MOS corresponding to one segment). Finally, all data parts will be size equivalent, and have the same standard deviation, to be compared each other.

Summary of evaluation criteria:

	Common criteria
	Criteria for quantized data

	Metric 1
	95 % confidence interval
	Metric 1
	95 % confidence interval

	Metric 2
	Root mean square error
	Metric 2
	Root mean square error

	Metric 3
	Pearson linear correlation
	Metric 3
	Spearman Rank order correlation

	Metric 4
	Outlier ratio
	Metric 4
	Outlier ratio

	Metric 5
	Kurtosis
	Metric 5
	Kurtosis

	
	
	Metric 6
	Kappa coefficient


6.2. Evaluation Metrics

This section lists the evaluation metrics to be calculated on the subjective and objective data. Once the nonlinear transformation of section  has been applied to subjective and objective data, the objective model prediction performance is then evaluated by computing various metrics on the actual sets of data.

The set of differences between measured and predicted MOS is defined as the quality-error set Qerror[]:


Qerror[i] = MOS[i] – MOSp[i] 

Where the index i refers to a Time Code of the processed video sequence.

6.2.1. Metrics relating to Prediction Accuracy of a model

Metric 1:
The 95% inverse-confidence interval-weighted root-mean-square error of the error set Qerror[].
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with CONF[i] = 95% confidence interval for the ith point (of N points). The constant factor of 0,5 is added to stabilize the calculation for cases of very small confidence interval.

Metric 2:
The simple root-mean-square error of the error set Qerror[].




[image: image2.wmf]÷

ø

ö

ç

è

æ

å

N

]²

i

[

Qerror

N

1


Note: The usual Pearson linear correlation coefficient between MOSp and MOS will not be used for quantized data due to the large amount of data where the Pearson correlation becomes inefficient. Instead, the Spearman rank order correlation will be used, which is well adapted for quantized data.

6.2.2. Metrics relating to Prediction Monotonicity of a model

Metric 3: 


For quantized data: Spearman rank order correlation coefficient between MOSp and MOS.

Therefore, results obtain with this metric must be interpreted carefully. Thus, there is a lot of data and only 5 possible values, so there is a very large amount of ex-æquo ???<<XXX>>. When the ex-æquo proportion is too large, the metric becomes less efficient; so the results can’t be considered alone. This metric has to be taken into account with regard of others metrics.


For classical data: Pearson linear correlation between MOS and MOSp.

6.2.3. Metrics relating to Prediction Consistency of a model

Metric 4: 
Outlier Ratio of “outlier-points” to total points N. 



Outlier Ratio = (total number of outliers)/N

where an outlier is a point for which: ABS[ Qerror[i] ] > 2*MOSStandardError[i]. 

Twice the MOS Standard Error is used as the threshold for defining an outlier point. 

Metric 5:
The Kurtosis of the error distribution Qerror[]:
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Where  is the standard deviation of the error set Qerror[]

The Kurtosis measures the relative spread of the model’s error distribution with respect to its standard deviation. The –3 term is classically introduced into the definition to compare the measured distribution to that of a normal distribution. A normal distribution has Kurtosis = 0, while a distribution with a shape broader than a normal distribution has a Kurtosis > 0. 

6.2.4. Metrics relating to agreement

Metric 6:
The Kappa coefficient.
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Where ƒo is the observed number of agreement between MOS and MOSp for each of the 5 MOS class, and ƒE is the number of agreement due to coincidence (can be computed by the product of the number of MOS and MOSp for a given class, divided by N).

	
	MOS 1
	MOS 2
	MOS 3
	MOS 4
	MOS 5
	Total

	MOSp 1
	ƒo(1)
	
	
	
	
	Tp 1

	MOSp 2
	
	ƒo(2)
	
	
	
	Tp 2

	MOSp 3
	
	
	ƒo(3)
	
	
	Tp 3

	MOSp 4
	
	
	
	ƒo(4)
	
	Tp 4

	MOSp 5
	
	
	
	
	ƒo(5)
	Tp 5

	Total
	T 1
	T 2
	T 3
	T 4
	T 5
	N


Where Ti = #MOSi and Tpi = #MOSpi.

and, ƒE(i)= (TiTpi)/N.

So, the Kappa is a metric of agreement, and is not influenced by coincidence. Thus, K values are between –1 and 1, but do not have to be interpreted as a correlation coefficient. K values are lower than correlation, and a value around 0.4 indicates that the method is efficient.

If these metrics will not allow model efficiency to be distinguished, it is possible to introduce a 7th metric as a false alarm rate. Indeed, it is possible to compute how many times the model gives a wrong estimation of the MOS class, and so on, to identify the most robust model.

6.3. Generalizability

Generalizability is the ability of a model to perform reliably over a very broad range of video content. This is a critical selection factor given the very wide variety of content found in real applications. There is no specific metric that is specific to generalizability, so this objective testing procedure requires the selection of as broad a set of representative test sequences as is possible. The test sequences and specific HRC’s will be selected by the members of VQEG and should ensure broad coverage of typical content (spatial detail, motion complexity, color, etc.) and typical video processing conditions. The breadth of the test set will determine how well the generalizability of the models is tested. At least 20 different scenes are recommended as a minimum set of test sequences. It is suggested that some quantitative measures (e.g., criticality, spatial and temporal energy) should be used in the selection of the test sequences to verify the diversity of the test set.

6.4. Complexity

The performance of a model as measured by the above Metrics #1-6 will be used as the primary basis for model recommendation. If several models are similar in performance, then the VQEG may choose to take model reference data bit rate into account in formulating their recommendations. For similar performance, the smaller reference data bit rate will be recommended. Thus, if reference data bitrates are not discriminating enough, a model comparison should be done within each module defined in ITU document 10-11Q/TEMP/28-R1.

7. Calendar and actions 

	Due date
	Action
	Who

	
	Test plan final version
	

	
	Sequence processing
	

	
	Subjective tests
	

	
	Subjective data analysis
	

	
	Submission of executable models
	

	
	Objective data analysis

Final report edition
	

	
	Final report.
	


8.  Recommendation

The VQEG will recommend methods of objective video quality assessment based on the primary evaluation metrics defined in section 4. The Study Groups involved (ITU-T SG 12, ITU-T SG 9, and ITU-R SG 6) will make the final decision(s) on ITU Recommendations.
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10. Annex: Optimum mean square quantization method.

The principal goal of quantizer design is to select the reproduction levels and the partition regions or cells so as to provide the minimum possible average distorsion for a fixed number of levels N (here N = 5). Effective algorithms are available, like the Lloyd one, which is proposed below. More explicitly, for the average (mean square) distorsion measure, the goal, as usually stated, is to find the output points yi and partition cells Ri that minimize
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Where ƒX is the pdf (probability density function) of the random variable X.

Specifically, the Lloyd algorithm is applied to the design of a quantizer for the empirical distribution, that is the distribution of the set of observations. Here, the set of observations is the MOS data set.

The key to this iterative algorithm is a mapping that converts a given codebook into a new and improved codebook. The design algorithm begins with an initial codebook and repeats this mapping until a suitable stopping criterion is satisfied. The codebook improvement mapping is the basic iteration of the algorithm.

10.1. The Lloyd Iteration for codebook improvement

(a) Given a codebook Cm = {yi }, find the optimal partition into quantization cells, that is, use the nearest neighbor condition to form the nearest neighbor cells:

Ri = {x : d(x,yi)  d(x,yj); all j  i }

(b) Using the centroid (or center of mass) condition, find Cm+1, the optimal reproduction alphabet (codebook) for the cells just found.

The basic form of the Lloyd iteration assumes that the input pdf is known in order to compute the centroids (a sample distribution based on empirical observations is used instead of pdf to generate the improved codebook). 10.1Illustrates the Lloyd iteration and indicates the dependence of the mapping on the specified pdf.


Figure 2.  Flow chart of the Lloyd iteration for codebook improvement

10.2. The Lloyd algorithm

Step 1.
Begin with an initial codebook C1. Set m = 1.

Step 2.
Given the codebook, Cm, perform the Lloyd Iteration to generate the improved codebook Cm+1.

Step 3.
Compute the average distorsion for Cm+1. If it has changed by a small enough amount since the last iteration, stop. Otherwise set m+1  m and go to Step2.

The initial codebook may have the lattice pattern of a uniform quantizer or it may be a reasonable codebook that has N points roughly represent the range of values taken on by the input.
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