1. Objective Quality Models

1.1. Model type

VQEG MM has agreed that Full Reference, Reduced Reference and No reference models may be submitted for evaluation. The side-channels allowable for the RR models are:

· PDA/Mobile (QCIF): 
(1k, 10k)

· PC1 (CIF):


(10k, 64k)

· PC2 (VGA):

(10k, 64k, 128k)

Proponents may submit one model of each type for all image size conditions. Thus, any single proponent may submit up to a total of 13 different models. Note that where multiple models are submitted, additional model submission fees may apply.

1.2. Model input and output data format

Video will be full frame, full frame rate and audio will be 16 bit, 44-48 kHz stereo. The progressive video format will be used in the multimedia test.[Ed. Note: The presence of audio is dependent on the file format specified in Section 5.2. An agreement about the color space should be made to finish this paragraph.]
The model will be given a ASCII file listing pairs of video sequence files to be processed.  Each line of this file has the following format:

<source-file>
 <processed-file>
where <source-file> is the name of a source video sequence file and <processed-file> is the name of a processed video sequence file, whose format is specified in section ??? of this document. File names may include a path. For example, an input file for the 525 cases might contain the following:
/video/V2src1_525.yuv     /video/V2src1_hrc2_525.yuv

/video/V2src1_525.yuv     /video/V2src1_hrc1_525.yuv

/video/V2src2_525.yuv     /video/V2src2_hrc1_525.yuv

/video/V2src2_525.yuv     /video/V2src2_hrc2_525.yuv
The output file is an ASCII file created by the model program, listing the name of each processed sequence and the resulting Video Quality Rating (VQR) of the model. The contents of the output file should be flushed after each sequence is processed, to allow the testing laboratories the option of halting a processing run at any time. Each line of the ASCII output file has the following format:

<processed-file>  VQR
Where <processed-file> is the name of the processed sequence run through this model, without any path information. VQR is the Video Quality Ratings produced by the objective model. For the input file example, this file contains the following:
V2src1_hrc2_525.yuv  0.150  

V2src1_hrc1_525.yuv  1.304  

V2src2_hrc1_525.yuv  0.102  

V2src2_hrc2_525.yuv  2.989  
Each proponent is also allowed to output a file containing Model Output Values (MOVs) that the proponents consider to be important. The format of this file will be
V2src1_hrc2_525.yuv  0.150  MOV1  MOV2,…   MOVN
V2src1_hrc1_525.yuv  1.304  MOV1  MOV2,…   MOVN
V2src2_hrc1_525.yuv  0.102  MOV1  MOV2,…   MOVN
V2src2_hrc2_525.yuv  2.989  MOV1  MOV2,…   MOVN
All video sequences will be displayed in over-scan and the non-active video region is defined in Section 2.8.

1.3. Submission of executable model
For each video format (QCIF, CIF, and VGA), a set of 2 source and processed video sequence pairs will be used as test vectors. They will be available for downloading on the VQEG web site http://www.vqeg.org/.

Each proponent will send an executable of the model and the test vector outputs to the CRC and FUB/ISCTI laboratories by the date specified in action item “Final submission of executable model” of Section 3.3. The executable version of the model must run correctly on one of the two following computing environments:

· SUN SPARC workstation running the Solaris 2.3 UNIX operating system (SUN OS 5.5). [Ed. Note: The used of SUN workstation should be agreed]
· WINDOWS  2000 workstation.
The use of other platforms will have to be agreed upon with the independent laboratories prior to the submission of the model. 
The independent laboratories will verify that the software produces the same results as the proponent with a maximum error of 0.1%. If greater errors are found, the independent and proponent laboratories will work together to correct them. If the errors cannot be corrected, then the ILG will review the results and recommend further action.

1.4. Registration

Full Reference Models must include calibration.

Reduced-Reference Models must include temporal calibration if the model needs it. Temporal misalignment of no more than +/-0.25s is allowed. Please note that in subjective tests, the start frame of both the reference and its associated HRCs are matched as closely as possible. Spatial offsets are expected to be very rare.  It is expected that no post-impairments are introduced to the outputs of the encoder before transmission. Spatial registration will be assumed to be within (1) pixel. Gain, offset, and spatial registration will be corrected, if necessary, to satisfy the calibration requirements specified in this test plan.
[Ed. Note: An agreement should be made concerning the following statements]

Since this multimedia test plan allows variable frame rates, it is expected that the temporal misalignment locally varies. This local temporal misalignment variation may result in the temporal misalignment which is larger than +/-0.25s. Fig. 000 illustrates this local temporal variation. The maximum temporal misalignment of +/-0.25s applies only to the video start. In other words, video encoders with variable frame rates may perform temporal scaling in a very short period, resulting in a temporal misalignment which is larger than the allowed limit (Fig. 000). However, it is expected that temporal scaling may not be observed over a reasonably long period of time and that the local temporal scaling will not be accumulated to have a noticeable value. 

[image: image1]
Fig. 000. An illustration of the local temporal misalignment variation.

Regarding the calibration issues, the outputs of the video encoders allowed in this test plan are considered to satisfy the temporal scaling requirement as long as no post-impairments are made to the outputs before transmission.
No-Reference Models should not need calibration

1.5. Results analysis

Each proponent will receive Source and Processed video sequences to be used in the test by the date specified in action item “Video material delivery” of Section 3.3. Each proponent will send the objective data to the ILG by the date specified in action item “Objective data delivery” of Section 3.3.
The independent laboratories will verify the objective data provided by each proponent. Specifically, the independent laboratories will verify that each model produces the same results as those submitted by the proponent, within an acceptable error of 0.1%. This verification will be limited to a randomly selected subset (about 10%) of source and processed video sequence pairs. The random sequence subset will be selected by the ILG and kept confidential. If errors greater than 0.1% are found, then the independent and proponent laboratories will work together to discover the source of the errors. If processing and handling errors are ruled out, then the ILG will recommend further action.

A number of subjective tests will be performed by the ILGs and proponents. For each subjective test, evaluation metrics described in Section 6 will be computed. The aggregation of the results will be performed. 

[Ed. Note: Agreements should be made concerning what kind of data aggregation will be performed. A number of potential methods are listed below.]
5.5.1 Averaging

Each evaluation metric described in Section 6 will be averaged over the subjective tests using the following formula:
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 is the i-th metric computed for the j-th subjective test, N is the total number of subjective tests, 
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 is the average of i-th metric. In addition, the standard variation will be also computed. A small standard variation indicates that the model provide consistent performance.
5.5.2. Averaging without extreme values.

Since subjective tests are performed by the ILGs and proponents, the total number of subjective tests is expected to be large. Therefore, the standard variation over subject tests may be large for a model. Although a large variation may indicate the limitation of the model, it may be due to other facts such as unexpected HRCs. In order to address this kind of problem, an average of each evaluation metric will be computed excluding the maximum and minimum values as follows:
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 is the i-th metric computed for the j-th subjective test, N is the total number of subjective tests, 
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 is the maximum value of i-th metric, and 
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 is the minimum value of i-th metric. In addition, the standard variation will be also computed.
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