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Summary

We present results regarding the impact on video quality of the factors: packet loss, bit rate, frame rate, and codec.  These results should improve our ability to design and monitor networks for delivering video.  The domain of this study is small-screen, mobile, low bit-rate video; the screen sizes covered are QCIF, CIF, and VGA.  Bit rates are mainly in the range 64 - 1536 kb/s.  Packet loss rates cover both typical wireline and wireless situations.

The data on which this report is based come from a 15-lab study, the Multimedia Test by the Video Quality Experts Group (VQEG).  Forty-one separate experiments were conducted, each one using a different set of 166 specially-prepared video sequences, and each sequence being rated by a different set of 24 observers.  The VQEG study was designed for a purpose other than the one presented here, but the VQEG data can be analyzed to show the impacts of the factors packet loss, bit rate, frame rate, and codec. Our analysis consists of statistically relating the subjective judgments to these objective parameters.
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Causes of multimedia video quality

The technology for putting video on small screens is changing fast.  The value of putting video on small screens – that is, the value to end-users – is also changing fast.  There are many factors that influence the value of a service to end-users, such as content, price, usability, and convenience …  and the quality of the video image itself.  This report focuses on video quality.

Specifically, this report focuses on the causes of video quality as perceived by the end-user.  The specific causes are ones over which the video provider might have control, or at least wish to have control: 

• transmission bit rate

• packet loss rate

• frame rate

• size of format

• type of codec

• complexity of content. 

Relative importance of design parameters

Video experts believe that the causes of video quality listed above are important, but what we do not know, until we see quantitative data, is how important they are relative to each other.  One aim of this project is to measure quantitatively the relative importance of the causes of video quality listed above.  That is, we acknowledge that the causes of video quality are complex, multi-faceted, etc., etc., but we intend to prioritize these various causes by how they affect overall video quality.  We take end-user perception as the “ground truth” ultimate measure of video quality.  Even though human perceptions are subjective, a large international project has measured these perceptions quantitatively. In this report we measured the relationship between the causes and the end-user perceptions quantitatively.

Dose-response relationships

Video experts believe that as each of the causes of video quality improves, then the end-user’s experience also improves.  However, what we do not know, until we see quantitative data, is how much the subjective experience improves as each of the causes improves.  For example, as packet loss rate declines from 2% to 1% to 0.5% to .2% to .1%, how fast does subjective video quality improve (for a given codec, screen size, and bit rate, say)?  We did exactly this kind of analysis for FTTP carrier to noise ratio
, with the important conclusion that improvements beyond a certain level were not detectable by most consumers.  We performed exactly the same kind of analysis with the new, massive international data set with information about packet loss ratio, bit rate, frame rate, codec type, and screen size described below.

VQEG background

Measuring end-to-end video quality

Each of the current and past VQEG projects has as its goal to produce and validate objective computer algorithms for measuring the quality of digital video.  The algorithms are meant to apply to video as it is delivered across a transmission system to the end-user, i.e., an end-to-end system measurement.  An accurate objective video quality algorithm is a more practical approach to measuring video quality than running subjective tests with panels of consumers.  

However, an end-to-end measurement does not do everything:  It does not indicate how much an individual network component or piece of equipment contributes to overall quality.  For example, if the end-to-end quality measure is low, it does not indicate which component is to blame, or what the relative importance of multiple components are.  One could use the end-to-end measurement to do an experiment, by swapping pieces of equipment in and out of the system, and seeing how they affect the overall measurement, but the measurement by itself does not provide that kind of diagnostic of system components or characteristics.  Suppose we really would like to have measures of the relative importance of system components and characteristics such as type of codec, packet loss rate, bit rate, and frame rate on the overall customer experience; can the VQEG measures help?

Constructing videos to validate the measurement algorithms

The VQEG work program includes constructing a large set of video clips for testing the candidate computer algorithms.  If the constructors of the video clips include information about the codec used, bit rate, packet loss, frame rate, and so on, then this information can later be used.  And, that is exactly the situation.  By using information that is essentially a by-product of producing and testing the VQEG measurement algorithms, we can determine the relative importance to consumer-perceived quality of the video elements: codec, packet loss rate, bit rate, frame rate, and type of video material.

Features of the Data: Requirements

This section describes the general form and format of the data.  To understand the data, three general notions are important to keep in mind.

1.  The purpose of the MM Test Plan is best served by diversity: multiple experiments that differ in the variables they use, and that have a very large range of values on each variable.

2. The purpose of the present analysis is best served by uniformity: experiments that use the same set of variables in either the same way or in complementary ways, in which the individual variables are uncorrelated.

3.  Purposes 1 and 2 are not very compatible with each other.

Multiple and diverse data sets 

Both the opportunities and difficulties in the present VQEG data are based on the fact that there are multiple data sets on the same or similar topics, and the designs of the data sets are all different.  The reasons for the multiple/diverse data sets are an interesting story, but not one that this report is going to touch.  We just accept that the data exist and come from a messy group effort.

Participating labs

Acreo (Sweden)

Communication Research Centre, Canada (CRC)

France Telecom

Symmetricom (U. S.)

IRCCyN/University of Nantes (France)

KDDI Telephone (Japan)

Nortel (Canada)

NTIA (National Telecommunications & Information Administration, U. S.)

NTT (Nippon Telephone and Telegraph, Japan)

Opticom (Germany)

Psytechnics (U.K.)

SwissQual (Switzerland)

FUB (Italy)

Verizon (U. S.)

Yonsei University (Republic of Korea)

Data set design freedom

A requirements document specifies the experimental design each participating lab must follow (the VQEG Multimedia Test Plan – available at http://www.its.bldrdoc.gov/vqeg/projects/multimedia/).  The MM Test Plan is very explicit about certain technical aspects of the video clips to be tested, but is quite general regarding what a statistician would call the “experimental design.”  What is specified is the total number of video clips per test, and the number of scenes (“SRCs”) and treatments of the scenes (“HRCs”): 17 HRCs and 8 SRCs = 136 HRC-SRC pairs (or “PVSs”).  Another 30 PVSs are included that are common across tests.  

What is not common across tests is the 8 SRCs (i.e., the actual video content) and the HRCs.  In particular, the HRCs can be constructed using different components (e.g., packet loss, bit rate) at different levels (e.g., bit rates between 700 kb/s  and 3000 kb/s  in one experiment and between 1500 and 4000 kb/s  in another).  There are some restrictions on the components of the HRCs, but there is much freedom in the design of the HRCs.  A crucial design freedom is that the HRCs need not follow a factorial design (in which all combinations of HRC components appear) or a partial factorial design (in which the components or variables are uncorrelated).  The main constraining design goal is to achieve a large range of video quality across the total set of 166 (136 + 30) video clips (PVSs).

Three main consequences of this design freedom are:

1. Any single data set may not be amenable to a standard analysis of variance (the normal analysis of data from designed experiments).

2. The VQEG participants have come to think of the MM program as a collection of separate experiments that cannot be analyzed together.

3. The multiple data sets taken together cannot be analyzed using standard analysis of variance software that requires “complete” or “balanced” designs.

Three overall experiments

A further level of complication arises because the MM Test Plan includes three levels of image resolution or screen size.  The main characteristics that these three resolutions have in common are that they are smaller than broadcast video (SD or HD TV) screen sizes, and they are typically associated with packet networks.  The three resolutions are associated with different usage contexts, which in turn have different characteristic bit rates, packet loss rates, frame rates, content, and, most importantly, expectations by the human users.  If it is a stretch to think of experiments across labs and designs as comparable in some way, it is much more of a stretch to think of experiments across screen sizes as comparable.

In the following, we take broadcast TV as the point of reference because broadcast TV is the only video domain for which VQEG has completed a test program and has recommended video quality algorithms.

QCIF

The Quarter Common Intermediate Format (176 x 144 pixels) is roughly the size of current cellphone screens.  Video images displayed on such screens are typically delivered and rendered much differently than are images displayed on TV screens.
CIF

The Common Intermediate Format (352 x 288 pixels) is roughly the size of a PDA screen, and might also be found on small video monitors such as in surveillance.
VGA

The Video Graphics Array (640 x 480 pixels) format is/was commonly used on smaller computer monitors.  It is also nearly the size and resolution of the SD TV format NTSC.  Video delivered to computer screens is typically of a quality much different from cellphones and PDAs, and also has characteristics different from broadcast TV.

Multiple labs per resolution

For each of the resolutions, QCIF, CIF, and VGA, on average nine different labs ran experiments.  (Most of these labs also produced video quality measurement algorithms, although that is not the subject of this report.)  Again, each of these experiments shared the same general design of 166 PVSs distributed across 17 HRCs (video treatments) and 8 SRCs (video scenes), including 30 common PVSs.  However, the SRCs differed across experiments and the HRCs were constructed using different combinations of variables such as bit rate, frame rate, and packet loss.

Criterion variable: Judged video quality

The single most important variable in the present analysis is subjective, i.e., judged video quality; that is how video quality is defined.  Because of its importance, the procedure for collecting the subjective judgments was minutely defined and constrained.  The intent was that this tight constraint would make the subjective data comparable across labs.

Specified lab conditions and procedures

•  Characteristics of monitor such as size, resolution, LCD vs. CRT, response time.
,

•  Characteristics of room illumination and wall reflectance.

•  Distance of viewer from monitor.

•  Number of viewers per session.

•  Length of session.

•  Scripted instructions for an experimenter to read to the judges.

•  A PC application written and donated by Acreo AB managed the flow of the presentations; it randomized the video presentations per subject, displayed the video, presented the response options, collected and stored the responses, enforced a mid-experiment break, and enforced final completion of the task before storing the data.  Use of this session-management software was mandatory.

Judgment task

The judgment task was one of the quickest and simplest available:  View a single video sequence and rate it on a five-point scale (1 = bad, 2 = poor, 3 = fair, 4 = good, 5 = excellent).  Other more sophisticated and complicated options were considered.  For the sake of the video quality models, subjects (judges) also rated the original, unprocessed version of each video; this allows a difference score to be computed between each rated original scene and its processed version, without requiring the subject to specifically compare a processed and original version of a scene (as had been done in FRTV2).  A difference score between a processed video and its original is what most of the objective video quality models use; so it was considered an advantage to have the subjective judgments also represented as difference scores.
  An advantage of the simple rating is that it allows a large number of videos to be presented and judged in a single experimental session.

Multiple judges

Requirements for the judges were a compromise between the engineering point of view, which is basically that only a single expert is required to determine the subjective quality of any video; and the consumer research point of view that a large and representative sample of non-experts is required to define subjective quality.  The compromise specified that the sample of judges consist of 24 non-experts, but that each member of the sample have tested normal visual acuity and color perception, and with no demographic constraints.  In practice this allows a lab to recruit students or fellow lab-workers as judges.  If a subject’s data did not correlate highly with all other subjects’ data, they were automatically rejected by a computer algorithm.  Although this pleased the engineers’ sense of quality control, it eliminated individual differences in taste – which would characterize a real-world sample of video consumers.

Labs, judges, PVSs perfectly correlated

Each lab had a unique sample of subjects.  That sample of subjects had a unique sample of PVSs (videos) to judge.  Therefore, if there were lab-to-lab differences in ratings, that could be because the labs were different in some important way, or because the sample of subjects was different, or the sample of PVSs was different – or some combination.  If the same set of PVSs had been used across at least a few labs, then lab-to-lab differences could have been factored out of the data analysis.  The VQEG members instead voted for having different PVSs in each lab in order to cover the largest possible number of video treatments.  Thus the variables lab, subject, and PVS are perfectly correlated in the VQEG MM test.

Correlated variables are generally viewed by statisticians as a serious drawback:  Sources of statistical “effects” (causes of the ratings) are indeterminate. In the present case, lab effects, individual subject effects, and differences in how PVSs are constructed are all rolled into the error term in the analysis.  We do not even attempt to sort them out.  For the remaining variables, what is required is an analysis algorithm that can handle an unbalanced experimental design; SAS’s GLM algorithm handles unbalanced designs. 

“Common set” video clips for quality control

A concession to the principles of experimental design is a common set of 30 video clips that is evaluated by all labs (within each group QCIF, CIF, and VGA).  The “common set” allows comparisons among labs in terms of mean ratings and correlations of ratings across the 30 video samples.  Any between-lab differences could still be due to the lab or to its unique sample of subjects, but at least such a difference could be ascribed to lab/subject as distinct from PVS.  However, the common set stimuli are not useful for the main analysis here because of the way they were constructed.

Resulting experimental design

The object of most experiments is to isolate and measure the effects of variables on a criterion or end-product variable.  In this case the variables are video quality causes such as bit rate and packet loss, and the criterion variable is judged overall video quality averaged across 24 judges.  Suppose there were just two experimental variables, say bit rate and packet loss.  The experimental design can be pictured as a table or spreadsheet in which the rows are the various bit rates, the columns are the various packet loss rates, and each cell of the table is either empty or contains 24 judges’ ratings.  A classical factorial experiment has no empty cells and the same number of observations in each cell; that is the design for analysis of variance in beginning statistics courses.  The effects of the two variables can easily and unambiguously be separated using simple formulas and algorithms applied to the data.

The experimental designs in the MM Test Plan can be viewed as a spreadsheet with many empty cells.  If the filled cells were all in contiguous blocks and the blocks had a precisely-specified arrangement, then it would still be possible to unambiguously separate the effects of the two variables.  However, that is not the case, as we shall see below. Nonetheless, if the results of several of the MM experiments (at the same resolution such as CIF) were loaded into a joint spreadsheet design matrix, it could well be that the variables would overlap enough that the spreadsheet would become “sufficiently” filled.  That is what we are counting on.

There are two reasons why it might be possible to analyze the MM Test Plan data despite the difficult experimental design.  The first is that all the individual experiments are constructed according to the same general test plan.  They use the same dependent variable, guaranteed by the Acreo data-collection software, and use independent variables that are selected from a common menu.  We choose to analyze the most commonly used variables.  The second reason is that modern statistical algorithms do not require classical factorial designs (although they work much more efficiently with such designs).  The one we use is “Proc GLM” from the SAS statistical package.  

Features of the Data: Results

Many common partially-factorial designs

As luck would have it, many of the designs seem to be patterned for convenience on one design proposed early in the design process by CRC and Nortel.  This design is at least partially factorial:  It consists of a few large blocks (of cells in a matrix or spreadsheet) in which several values of one variable are paired first with one value of a second variable, and then with another value of that variable, and so on.  Across experiments, these designs overlap somewhat, covering many cells of an overall design matrix.  

On the other hand, the number of observations per cell of the matrix is uneven, and many cells are either empty or have only a few observations.  In fact, in the analysis below, even after consolidating variables, 71% of the cells in the codec X PLR design matrix were empty or had fewer than five observations; 40 % of the cells in the codec X Bit Rate matrix was empty or had cell counts of five or less.  

Correlated variables: Conflicting design goals

As mentioned on p. 6, the requirements of the VQEG MM test program differ from the requirements of many experiments.  The consequences of this difference in requirements are two:

•  The overall design matrix is sparse.

•  Variables are correlated.

Both of these consequences make the analysis of the data difficult.

The goal of the VQEG MM testing was to test video quality algorithms across a very broad range of realistic video samples.  There was no requirement that the video samples be constructed via any sort of factorial design; in fact, factorial designs are not especially compatible with either a broad range of video quality or with the video quality being realistic.  The desire for a broad range of video quality led directly to there being 41 separate experiments that were only casually connected to each other – which led to the sparse overall design matrix.  The desire for realistic video samples led to the variables being correlated.

Factorial designs are good for the purposes of the kind of work reported here, but not necessarily good for the purposes of the VQEG program because many of the PVSs in a factorial design would lack realism, i.e., they would include combinations of variables that would not be observed in the real environment, such as a high value of one variable (e.g., bit rate) paired with a low value of another variable (e.g., frame rate).  In fact, the VQEG proponents adopted realistic combinations of bit rate and frame rate, so that these two variables were fairly highly correlated: 0.53 for VGA, 0.56 for CIF, and 0.61 for QCIF.  The codecs were also correlated with (unevenly distributed among) levels of bit rate, frame rate, and packet loss, which presumably also added to the realism of the video.

The effort to produce a large range of video quality also led to correlation or dependency among the variables.  The clearest example is codecs.  Some of the labs used a large variety of codecs, so that each codec was only associated with a small number of bit rates and values of packet loss.  That is, in these cases codecs were not spread evenly across the other variables. Also, packet loss of a given size might occur with only one bit rate.  In all of these cases, when variables are highly correlated, their separate effects may be ambiguous or impossible to estimate.

Design descriptions

The MM test includes 41 distinct experimental designs across the three resolutions VGA, CIF, and QCIF.  However, the variety of these designs is not all that great.  Most of the designs use the variables codec, bit rate, frame rate, and packet loss ratio (PLR).  Although the experiments do not use these variables exclusively, these are the ones they have in common.
  Therefore, these are the variables we use in an analysis of the experiments taken together.

Tables 1 and 2 show two experimental designs to illustrate the points already made.  Appendix B has all the experimental designs.  Table 1 shows a representative design.  Notice that in rows 7-11 and then in 12-16 all variables are held constant except one, which is systematically varied.  However, the table as a whole is not perfectly regular in that sense.  Also notice that the highest bit rates are not paired with the lowest frame rates, and the lowest frame rate is not paired with the highest bit rate.  Only a single codec appears in this example.

Table 1. Design of the 17 HRCs for the CRC/Nortel CIF experiment #12.

	HRC
	Codec
	Bit Rate, kb/s 
	Frame Rate/S
	PLR, %

	0
	None
	1536 nominal
	30
	0

	1
	H.264
	768
	30
	0

	2
	H.264
	768
	20
	0

	3
	H.264
	256
	20
	0

	4
	H.264
	256
	15
	0

	5
	H.264
	128
	20
	0

	6
	H.264
	128
	15
	0

	7
	H.264
	768
	30
	0.5

	8
	H.264
	768
	30
	1

	9
	H.264
	768
	30
	2

	10
	H.264
	768
	30
	4

	11
	H.264
	768
	30
	8

	12
	H.264
	256
	20
	0.5

	13
	H.264
	256
	20
	1

	14
	H.264
	256
	20
	2

	15
	H.264
	256
	20
	4

	16
	H.264
	256
	20
	8


Table 2 shows a design aimed at maximizing the diversity of video clips that the various objective measurement algorithms must handle.  The values of the variables do not change from row to row in a systematic way.  There are very few examples of pairs of rows in which all variables remain constant except for one which varies.
Table 2. Design of the 17 HRCs for the NTIA/VZ CIF experiment #11.
	HRC
	Codec
	Bit Rate, kb/s 
	Frame Rate/S
	PLR, %

	0
	None
	1536 nominal
	29.7
	0

	1
	H.264
	704
	10.7
	0

	2
	MPEG1
	320
	20
	0

	3
	MPEG1
	448
	27.7
	0

	4
	DivX
	448
	9.9
	0

	5
	DivX
	192
	10.3
	0

	6
	Cinepak
	320
	4.9
	0

	7
	Sorenson 3
	64
	4
	0

	8
	MPEG4
	128
	4
	0

	9
	H.264
	384
	24.4
	1

	10
	H.264
	128
	9.5
	0

	11
	H.263
	256
	5.9
	0

	12
	H.264
	256
	13.4
	0.2

	13
	H.263
	128
	8
	0

	14
	H.263
	384
	14.5
	0

	15
	H.264
	704
	29.4
	0.25

	16
	H.261
	384
	21.4
	0


Data analysis procedure

Assemble & edit subjective data

For each of the 41 data sets, we extracted from the MOS.tab data file the variables experiment, HRC, SRC, and MOS, and converted these data into an ASCII file.  We used MOS (mean opinion score) because it is the simplest of the average rating metrics. We also ran test analyses on DMOS (difference mean opinion score, in which the difference between the rating of the PVS and the corresponding unprocessed SRC is taken) rather than MOS, and found no substantive difference in the results.  The variable SRC was even significant to the same degree, even though DMOS is supposed to take SRC out of the equation.  DMOS was about 0.4 rating points higher than MOS across the board.  The differences in variance accounted for, analysis-by-analysis, were 0.01 to 0.02.  The order of importance of the variables was exactly the same.  Just to check on this surprising result, we examined the original DMOS and MOS data for a couple of the experiments (Q02 and Q13) and ran scatterplots. The linear correlations were 0.985 and 0.990, respectively.

 The MOS data used were from the 136 unique PVSs in each experiment.  The 30 common-set PVS data were excluded because these PVSs were designed even less as factorial combinations of the HRC variables than the other 136 PVSs.  Had the common-set PVSs been designed in a factorial manner, they would have been analyzed.  However, the point of the common set PVSs was to be as diverse as possible, which is not very consistent with a factorial design, as described above.

Assemble PVS parameters from published designs

For each PVS in each experiment, values of the variables codec, bit rate, frame rate, and packet loss ratio (PLR) were assembled (see Appendix B).  Each SRC was treated as unique to the experiment, although we realize that there is some overlap of SRCs across experiments.  We did not even attempt to code the SRCs according to unique identifiers that would be the same across experiments.  The reason is that the design matrix is already quite sparse, and including the sparse overlap of SRCs would have only exacerbated this problem.  Thus, SRC was treated as a categorical variable that was unique to each experiment.  In one analysis, HRC was treated the same way, but in most of the analyses, HRC was decomposed into codec, bit rate, frame rate, and PLR.  

Following are assumptions we made when there was some ambiguity about the variables.

Frame rate.  We assumed the frame rate was as reported, although NTIA’s measurement of actual frame rates indicated that there can be substantial differences between nominal and actual frame rates.  In the case of variable frame rates, we assumed the largest frame rate was used, if it was reported.
  For the reference HRC (original, unprocessed video), we took the bit rate to be 30 or 25 fps.

Bit rate.  We assumed the bit rate was as reported.  In the case of variable bit rates, we assumed the largest bit rate, if it was reported.  For the reference HRC we assumed a bit rate of 4096, 1536, and 512 kb/s, for VGA, CIF and QCIF, respectively.

PLR.  Packet loss was the most difficult parameter.  To keep all PLR values on the same scale, we tried to estimate what each PLR would have been had it been random packet loss, as opposed to bursty.  Also, in the case of forward error correction (FEC) and error concealment (EC), we used the given lab’s best guess at the equivalent PLR without FEC or EC.

Codec.  We grouped codecs into categories so that each category would have a reasonable number of observations.  Therefore, rare codecs such as Cinepak, were grouped into “other.”  We did not distinguish between different versions of codec within a given category.  The variable codec in the analysis that follows has the values: H264, MPEG4,  RV10, VC1, “other” and “none” (for the reference video).

Set up and run SAS Proc GLM

The analysis was run separately for QCIF, CIF, and VGA.  For each one, lines of code were inserted for each separate experiment to identify codec, bit rate, frame rate, PLR, and SRC for each PVS and its associated MOS.  Following is an example for one of the 17 HRCs for the data set C01 (CIF experiment 1).

If HRC = 1 then do;   

   Codec = 'RV10';   

   Packloss = 0;   

   Bitrate = 448;   

   Framrate = 25;   

  end;

All the experiments within a class such as VGA were analyzed in the same computer run.  That is, the data for all the VGA experiments were treated as coming from a single experiment. The SAS General Linear Model (GLM) analysis was run for the following models (after considerable experimentation):

•  MOS = F(HRC, SRC), which is the simplest model for the averaged data.

•  MOS = F(SRC, codec, PLR, bitrate, framerate).

•  MOS = F(SRC, PLR, bitrate, framerate) separately for each codec.

Results are reported in terms of means taken across all appropriate variables, and in terms of “type III” mean squares.  Appendix A describes why these statistics were used.

Dose-response relations

Following are plots of MOS as a function of various HRC parameters such as bit rate.  The MOS is an average value across all the experiments at a given resolution.  Therefore, it represents very general conditions, given that the experiments themselves represent very general conditions.  For example, in the plot of MOS vs. bit rate below, the scores are averaged across several different codecs, several different frame rates, and several different PLRs.  Therefore, the curve in the plot does not represent any single specific situation; it is quite general.  On the other hand, it does represent specifically the conditions of the VQEG MM test, so the curve is not necessarily universally true.  For that reason, the specific equation of the curve is not given.  Naturally, MOS could also be examined as a function of bit rate for a single PLR (or PLR = 0), for a single codec, etc.  There are so many possible analyses that only a small proportion can be presented here.

In the plots below we have added curves from the DeltaGraph 5 menu.  All the curves presented here are log, exponential, or linear.  We make no claim of optimality.  As regards the fit of the curves, the numerical fit measure R2 does match the appearance of the plot:  Fits that look good are in fact good, and fits that do not good are in fact not good.  We have the fit statistics, but do not present them.  

In viewing the plots, note that PLR is the variable in whose accuracy we have the least confidence.  Also note that, while the highest frame rates and bit rates are exclusively associated with the unprocessed reference videos (highest quality), PLR of 0 is not exclusively associated with the reference videos – so that the MOS at PLR = 0 is much lower than the MOS at the highest bit rates and frame rates.
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Figure 1.  MOS as a function of bit rate for VGA.
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Figure 2.  MOS as a function of frame rate for VGA.
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Figure 3.  MOS as a function of PLR for VGA.
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Figure 4.   MOS as a function of bit rate for CIF.
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Figure 5.  MOS as a function of frame rate for CIF. 

[image: image7.wmf] 

 

B

B

B

B

B

B

B

B

B

B

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

0

2

4

6

8

10

12

MOS

Packet Loss Ratio, %


Figure 6.  MOS as a function of PLR for CIF.
QCIF
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Figure 7.  MOS as a function of bit rate for QCIF.
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Figure 8.  MOS as a function of frame rate for QCIF.
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Figure 9.  MOS as a function of PLR for QCIF.

Codec-specific dose-response relations

Following are the data on MOS as a function of bit rate (BR), frame rate (FR) and packet loss (PLR) for each generic type of codec.  Bit rates have been rounded to 100’s for VGA and CIF; frame rates to 5’s.  Cells with 8 or fewer observations have been omitted; many of the cells are empty.  Note that, unlike the plots above, the tables below do not include data from the reference videos, as these were not associated with any codec.  Also, note that the data are affected by the quirks of the experimental designs; e.g., the VGA H.264 bit rate of 4096 (4100) happened to be associated with HRCs that included packet loss, while the H.264 bit rates of 2000 and 3000 were not associated with any packet loss (see Appendix B).
VGA

Table 3.  MOS as a function of bit rate (BR), frame rate (FR) and packet loss ratio (PLR) for VGA H.264 codecs.

	BR
	MOS(BR)
	FR
	MOS(FR)
	PLR
	MOS(PLR)

	100
	1.67
	5
	2.34
	0
	3.05

	300
	2.46
	10
	2.18
	0.1
	2.94

	400
	2.66
	15
	2.73
	0.5
	2.05

	500
	2.92
	20
	2.35
	1
	3.00

	700
	3.01
	25
	3.21
	2
	2.47

	800
	3.17
	30
	3.31
	4
	1.98

	1000
	3.32
	
	
	
	

	1500
	3.73
	
	
	
	

	2000
	4.27
	
	
	
	

	3000
	4.03
	
	
	
	

	4100
	3.39
	
	
	
	


Table 4. MOS as a function of bit rate (BR), frame rate (FR) and packet loss ratio (PLR) for VGA MPEG4 codecs.

	BR
	MOS(BR)
	FR
	MOS(FR)
	PLR
	MOS(PLR)

	100
	1.77
	5
	
	0
	2.91

	300
	2.44
	10
	2.37
	0.1
	

	400
	
	15
	2.32
	0.5
	

	500
	2.90
	20
	
	1
	2.89

	700
	2.98
	25
	2.95
	2
	2.53

	800
	
	30
	3.35
	4
	2.95

	1000
	2.88
	
	
	5
	1.75

	1500
	3.51
	
	
	
	

	2000
	2.75
	
	
	
	

	3000
	3.63
	
	
	
	

	4100
	3.88
	
	
	
	


Table 5.  MOS as a function of bit rate (BR), frame rate (FR) and packet loss ratio (PLR) for VGA RV10 codecs.

	BR
	MOS(BR)
	FR
	MOS(FR)
	PLR
	MOS(PLR)

	100
	2.23
	5
	1.88
	0
	3.12

	300
	2.85
	10
	2.61
	0.1
	

	400
	
	15
	2.61
	0.5
	

	500
	
	20
	
	1
	3.53

	700
	3.68
	25
	
	2
	2.91

	800
	
	30
	3.52
	4
	2.25

	1000
	2.86
	
	
	
	

	1500
	
	
	
	
	

	2000
	
	
	
	
	

	3000
	4.25
	
	
	
	

	4100
	3.57
	
	
	
	


Table 6.  MOS as a function of bit rate (BR), frame rate (FR) and packet loss ratio (PLR) for VGA VC1 codecs.

	BR
	MOS(BR)
	FR
	MOS(FR)
	PLR
	MOS(PLR)

	100
	
	5
	
	0
	3.45

	300
	3.06
	10
	
	0.1
	

	400
	
	15
	3.06
	0.5
	

	500
	
	20
	
	1
	

	700
	3.68
	25
	3.91
	2
	

	800
	
	30
	3.88
	4
	

	1000
	
	
	
	
	

	1500
	4.08
	
	
	
	

	2000
	
	
	
	
	

	3000
	
	
	
	
	

	4100
	
	
	
	
	


CIF

Table 7.  MOS as a function of bit rate (BR), frame rate (FR) and packet loss ratio (PLR) for CIF H.264 codecs.

	BR
	MOS(BR)
	FR
	MOS(FR)
	PLR
	MOS(PLR)

	100
	2.07
	5
	2.48
	0
	3.00

	200
	2.75
	10
	2.82
	0.1
	

	300
	3.05
	15
	2.87
	0.5
	3.23

	400
	3.58
	20
	3.04
	1
	2.71

	500
	
	25
	3.11
	2
	2.63

	700
	3.82
	30
	3.19
	4
	2.86

	800
	3.31
	
	
	6
	1.46

	
	
	
	
	8
	1.99


Table 8.  MOS as a function of bit rate (BR), frame rate (FR) and packet loss ratio (PLR) for CIF MPEG4 codecs.

	BR
	MOS(BR)
	FR
	MOS(FR)
	PLR
	MOS(PLR)

	100
	1.92
	5
	2.05
	0
	2.61

	200
	2.35
	10
	2.35
	0.1
	

	300
	2.59
	15
	2.56
	0.5
	

	400
	
	20
	
	1
	2.71

	500
	2.74
	25
	2.51
	2
	2.44

	700
	2.73
	30
	2.67
	4
	2.13

	800
	3.50
	
	
	5
	1.61

	
	
	
	
	6
	1.61


Table 9.  MOS as a function of bit rate (BR), frame rate (FR) and packet loss ratio (PLR) for CIF RV10 codecs.

	BR
	MOS(BR)
	FR
	MOS(FR)
	PLR
	MOS(PLR)

	100
	2.49
	5
	
	0
	3.21

	200
	
	10
	2.26
	0.1
	

	300
	3.00
	15
	2.97
	0.5
	

	400
	
	20
	
	1
	3.09

	500
	
	25
	
	2
	2.53

	700
	3.52
	30
	3.26
	4
	2.05

	800
	
	
	
	
	


Table 10.  MOS as a function of bit rate (BR), frame rate (FR) and packet loss ratio (PLR) for CIF VC1 codecs.

	BR
	MOS(BR)
	FR
	MOS(FR)
	PLR
	MOS(PLR)

	100
	2.40
	5
	
	0
	3.14

	200
	
	10
	
	0.1
	

	300
	3.72
	15
	3.10
	0.5
	

	400
	
	20
	
	1
	

	500
	
	25
	3.88
	2
	

	700
	
	30
	
	4
	

	800
	
	
	
	
	


QCIF

Table 11.  MOS as a function of bit rate (BR), frame rate (FR) and packet loss ratio (PLR) for QCIF H.264 codecs.

	BR
	MOS(BR)
	FR
	MOS(FR)
	PLR
	MOS(PLR)

	16-32
	1.89
	5
	2.18
	0
	2.85

	64-128
	2.77
	10
	2.43
	0.5
	2.88

	196
	3.52
	15
	3.21
	1
	2.36

	256-320
	3.75
	20
	
	2
	2.25

	
	
	25
	3.82
	4
	1.67

	
	
	30
	2.81
	5
	

	
	
	
	
	6
	1.71

	
	
	
	
	8
	


Table 12.  MOS as a function of bit rate (BR), frame rate (FR) and packet loss ratio (PLR) for QCIF MPEG4 codecs.

	BR
	MOS(BR)
	FR
	MOS(FR)
	PLR
	MOS(PLR)

	16-32
	1.64
	5
	1.74
	0
	2.66

	64-128
	2.88
	10
	2.75
	0.5
	3.23

	196
	3.28
	15
	2.85
	1
	3.33

	256-320
	3.24
	20
	3.15
	2
	2.94

	
	
	25
	3.45
	4
	2.64

	
	
	30
	3.01
	5
	1.67

	
	
	
	
	6
	1.88

	
	
	
	
	8
	2.19


Table 13.  MOS as a function of bit rate (BR), frame rate (FR) and packet loss ratio (PLR) for QCIF RV10 codecs.

	BR
	MOS(BR)
	FR
	MOS(FR)
	PLR
	MOS(PLR)

	16-32
	1.92
	5
	1.78
	0
	2.69

	64-128
	3.02
	10
	2.65
	0.5
	

	196
	
	15
	
	1
	3.74

	256-320
	4.00
	20
	
	2
	3.26

	
	
	25
	
	4
	2.62

	
	
	30
	3.53
	5
	

	
	
	
	
	6
	

	
	
	
	
	8
	


Table 14.  MOS as a function of bit rate (BR), frame rate (FR) and packet loss ratio (PLR) for QCIF VC1 codecs.

	BR
	MOS(BR)
	FR
	MOS(FR)
	PLR
	MOS(PLR)

	16-32
	2.11
	5
	
	0
	3.04

	64-128
	3.00
	10
	2.45
	0.5
	

	196
	
	15
	
	1
	

	256-320
	4.00
	20
	
	2
	

	
	
	25
	
	4
	

	
	
	30
	4.00
	5
	

	
	
	
	
	6
	

	
	
	
	
	8
	


Drivers of video quality:  Relative importance of variables

A major reason for doing experiments, and doing statistics on data from experiments, is to determine how important various variables are in determining some outcome – such as judged video quality.  One measure of importance is simply whether a variable has any effect at all, i.e., if the effect is statistically different from zero.  Another measure of importance is whether one variable has a greater effect on the outcome than another – for example, whether at QCIF resolutions frame rate has a greater impact on judged quality than does packet loss.  Designed experiments coupled with statistical analysis can be a very powerful tool.

The three ingredients necessary to succeed in determining the relative importance of variables are:

• The right variables.  This may seem obvious, but is often not achieved.  It is usually not possible to include all possible variables in an experiment; the important thing is to include the most essential ones.  In the VQEG MM test, quite a lot of thought went into choosing variables, so it is fairly likely that the correct ones are included here.

• Variable ranges.  The statistical effect of a variable depends on its range.  If the range is restricted in the experimental design, the apparent effect of the variable can be anomalously small.  For example, if the variable bit rate for VGA were restricted to the range 1500 – 4000 kb/s, the effect of bit rate on judged video quality would seem small because all video quality would be judged nearly equally good.  Each variable in the experiment should assume roughly the same proportion of its practical range.  In the VQEG MM design, the variables assumed roughly their practical maximum ranges; however, observations were not spread equally across the ranges of all the variables.

•  Orthogonal design.  The third ingredient required to determine the relative importance of variables is a “balanced orthogonal design” in which each variable is uncorrelated with each other.  The MM Test clearly does not have this ingredient, so it is not guaranteed that the relative importance of the variables can be estimated.  However, we think that the SAS GLM algorithm can still provide a reasonably good estimate of the relative importance of the variables. 

HRC-SRC analysis

The simplest analysis, and one that is guaranteed to succeed, determines the relative importance of HRCs and SRCs in determining judged subjective quality.  These two variables are uncorrelated in each experiment.  Other potential determinants of ratings such as subjects. labs, and playback equipment are included implicitly in the “error” term of the analysis.  The measure of importance of a variable is its “Type III” mean square (Appendix A).  Note that HRCs and SRCs are considered to be unique so that, for example, in the VGA analysis the variable HRC assumes 221 levels (17 HRCs by 13 experiments) and SRC assumes 104 levels (8 SRCs by 13 experiments).

As Table 15 shows, together HRC and SRC accounted for very large proportions of the variance in the average subjective ratings (R2).  For example, knowing only the HRC and the SRC (but nothing else about a lab, the language of the lab, the subjects, or any of the lab equipment) allow one to predict the MOS with a correlation of 0.93 for CIF (square root of 0.87 in Table 15). HRC and SRC accounted for much more variance in the subjective score than did random error plus all the variables that were not included the analysis.  HRC was relatively much more important than SRC in this experiment, even though HRCs and SRC were both chosen to vary across a wide range.

Table 15.  Type III mean squares for the variables HRC and SRC (larger is more important in affecting MOS).

	Resolution
	HRC
	SRC
	error
	R2

	VGA
	5.91
	3.16
	0.18
	0.86

	CIF
	6.08
	2.72
	0.16
	0.87

	QCIF
	6.85
	1.80
	0.12
	0.90


Some details of the analysis, using specific numbers from the VGA analysis as examples:

•  There were a large number of observations, 1768 PVSs (136 per experiment by 13 experiments).

•  Each PVS was represented by an MOS that was averaged over 24 subjects’ ratings; 1768 by 24 ratings is 42,432 ratings.

•  Each PVS was also represented by one SRC and one HRC.  A total of 104 SRCs and 221 HRCs represented 1768 PVSs.

•  The SAS GLM analysis was specified simply:  “Model MOS = HRC SRC.”  This model has 323 “degrees of freedom.” 

Components of HRCs: Codec, Bit rate, frame rate, PLR

The key analysis decomposes HRC into the components codec, bit rate, frame rate, and PLR.  Codec assumes six categorically different values: H264, MPEG4, RV10, VC1, “none,” “other.”  Bit rate (actually, log of bit rate), frame rate, and PLR are treated as continuous variables with a single “degree of freedom” each.  Type III mean square is again taken as the measure of the importance of each variable.  SRC is also included in the analysis.

The two most important variables in accounting for subjective quality were bit rate and PLR.  This conclusion was true for all three resolutions.  Based on other lab studies in which balanced orthogonal designs were used,
 where PLR was more important than bit rate, we suspect that the importance of PLR may be underestimated in this experiment.
  Certainly, PLR was not heavily used as a variable in the current experiments (see Appendix B).  Is codec important? Certainly.  Is frame rate important?  Certainly.  However, they are not as important as bit rate and packet loss in accounting for subjective quality.  (Note that selecting a type of codec should be done on the basis of data from within a given lab and experimental design, not on the basis of these aggregate data.)

Table 16.  Type III mean squares for the variables SRC, Codec, Bit Rate, Frame Rate, and PLR (larger is more important in affecting MOS).

	Resolution
	SRC
	Codec
	Bit Rate
	Frame Rate
	PLR
	R2

	VGA
	3.59
	9.67
	259.05
	18.18
	152.00
	0.70

	CIF
	2.94
	21.54
	176.96
	7.75
	194.03
	0.71

	QCIF
	2.21
	5.18
	199.34
	22.58
	89.00
	0.71


Some details of the analysis, using specific numbers from the VGA analysis as examples:

•  There were still 1768 PVSs (136 per experiment by 13 experiments).

•  Each PVS was represented by one SRC, one of six codecs, one bit rate, one frame rate, and one PLR.

•  The SAS GLM analysis was specified simply:  “Model MOS = SRC Codec Bitrate Framerate PLR.”  This model has 111 “degrees of freedom.”

Note that the amount of variance accounted for in MOS (the R2) is smaller than in the analysis with just HRC as the variable, as opposed to components of an HRC (Tables 15 vs. 16).  How is it that by adding information about HRCs (i.e., the codec, bit rate, etc.) one predicts MOS less well?  The reason is that, in the HRC-SRC analysis, the MOS for each PVS was being predicted by more “degrees of freedom.”  That is, the MOS for each PVS was being predicted by the mean MOS for a specific one of the 17 HRCs within a given experiment, cross-referenced to the mean MOS for a specific one of the 8 SRCs.  In the case of predicting MOS using the variables codec, bit rate, etc., the MOS for a given PVS was based again on the average MOS for that specific SRC in that specific experiment, but now instead of having an average MOS for that specific HRC, we have an average MOS for a given codec type and a predicted MOS given a bit rate, a frame rate, and a PLR.  That is, in Table 15 one of the 17 HRCs is represented by the known average MOS for that HRC, whereas in Table 16 the MOS for each of the 17 HRCs is being predicted by codec, bit rate, frame rate, and PLR.  

Conclusions

•  Using the VQEG MM data in a way they were not originally intended is feasible and valuable.

•  Aggregating multiple experiments using a common set of variables is feasible and valuable.

• We are able to estimate the dose-response relationships for the variables Bit Rate, Frame Rate, and Packet Loss Ratio vs. subjective ratings averaged across multiple consumers.

•  Bit rate, PLR, frame rate, codec, and SRC predict subjective judgments at least as well as the much more complicated “full reference” models.

•  We are able to compare the performance of different codec types with and without packet loss.

•  Using difference mean opinion scores rather than raw mean opinion scores did not noticeably improve the subjective data.

•  The subjective data did not require a nonlinear transformation in order to correlate highly with the variables HRC and SRC.

•  The VQEG MM data set would support many kinds of further analyses, e.g., of video quality as a function of scene difficulty.

Appendix A:  Notes on the SAS GLM Analysis
The SAS GLM (general linear model) analysis application is essentially a generalization of both analysis of variance and regression.  Computationally it differs from traditional 

ANOVA, but achieves the same results.  As a student I computed many ANOVAs on mechanical hand calculators by creating sums and sums of squares of observations.  GLM does its computations by setting up and solving systems of linear equations.  The GLM approach allows two important features, (a) the ability to use both categorical and continuous variables in the same model, and (b) the ability to analyze unbalanced experimental designs – designs with empty cells in the design matrix and unequal numbers of observations per cell.

This report assumes the reader is familiar with basic terminology of ANOVA.  This Appendix explains somewhat two terms that may not be standard terminology in basic ANOVA, (a) “Type III” effects or sums of squares, and (b) “least squares means.”  The explanations are based on the SAS User’s Guide: Statistics, Version 5 Edition, SAS Institute, 1985, pp. 87-91, 438 and 483.  The text in the more recent Version 6, 4th Edition is the same.

Type III Sum of Squares and Estimable Functions.  The kind of ANOVAs we used to compute by hand, the ones in the introductory chapters of statistics textbooks, use the Type I sum of squares (SS).  The Type I SS assumes that the variables in the experiment are orthogonal and the number of observations per cell are equal – which is the case in most designed experiments. If two variables are not orthogonal, then the estimated size of the effect of the variables depends on the order in which they are computed (which is the case in most regression analyses, and is the reason for the large array of regression analysis techniques that have been built to cope with this problem).  Since most variables in the current set of experiments are correlated with all other variables, this is a problem.

The Type II SS is defined and computed so that the effect of any variable is as if that variable were entered into the estimation last.  That is, the effect is essentially conditional on the effects of all other variables (main effects).  However, supposedly Type II is not sufficient for unbalanced experimental designs and correlated variables.

Type III SS is the generalization for unbalanced designs.  In the GLM terminology of setting up systems of linear functions (where “K” is a constant and “A” and “B” refer to experimental variables such as PLR and bit rate): “The prime difference between the Type II and Type III hypotheses for A is the way K is determined.  Type II chooses K as a function of the cell frequencies, whereas Type III chooses K such that the estimable functions for A are orthogonal to the estimable functions for A*B.”  -- p. 89.  That is, the estimates of effect sizes are independent of cell frequencies and unbalanced designs, as well as of the order in which effects are computed.  P. 438: “Through the concept of estimability, GLM can provide tests of hypotheses for the effects of a linear model regardless of the number of missing cells or the extent of confounding [correlation] … [GLM] also provides for continuous-by-continuous [i.e., regression], continuous-by-class [ANOVA and analysis of covariance], and continuous-nesting effects.”

Least-Squares Means (LSmeans).  From p. 483 of the SAS manual:  “Simply put, least-squares means, or population marginal means, are the expected value of class or subclass means that you would expect for a balanced design involving the class variable with all covariates at their mean value.”  Unfortunately, LSmeans are not consistently estimable for the MM data because of the pattern of correlation (or “confounding”) among the variables.  Some improvement in estimability can be obtained by merging the highly correlated variables frame rate and bit rate into kilobits per frame.  Even so, estimability is not guaranteed.  The most severe problem, though, is that the results differ from one reasonable problem setup to another (e.g., the LSmean for codec is not the same when bit rate is treated as a continuous covariate rather than a categorical variable vs. frame rate being treated as continuous.  

Therefore, while in principle we should be using LSmeans for this data set, we could not get consistent results, so we used ordinary means.  Thus, in the end much of the analysis was simply taking means.

Appendix B: Experimental Design Parameters

We have tried to use the same scale for packet loss ratio (PLR) for all designs.  The scale used is a nominal random packet loss rate without error correction or concealment.

	Test
	Lab 
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	Other

	V01
	Psytechnics
	0
	None
	4096 nominal
	25
	0
	reference

	V01
	Psytechnics
	1
	MPEG4
	2000
	25
	0
	

	V01
	Psytechnics
	2
	VC1
	1000
	25
	0
	

	V01
	Psytechnics
	3
	MPEG4
	1000
	25
	0
	

	V01
	Psytechnics
	4
	H264
	1000
	25
	0
	

	V01
	Psytechnics
	5
	VC1
	512
	25
	0
	

	V01
	Psytechnics
	6
	RV10
	512
	25
	0
	

	V01
	Psytechnics
	7
	MPEG4
	512
	25
	0
	

	V01
	Psytechnics
	8
	H264
	512
	25
	0
	

	V01
	Psytechnics
	9
	VC1
	320
	12.5
	0
	

	V01
	Psytechnics
	10
	RV10
	320
	12.5
	0
	

	V01
	Psytechnics
	11
	MPEG4
	320
	12.5
	0
	

	V01
	Psytechnics
	12
	VC1
	128
	5
	0
	

	V01
	Psytechnics
	13
	RV10
	128
	5
	0
	

	V01
	Psytechnics
	14
	MPEG4
	2000
	25
	2
	random

	V01
	Psytechnics
	15
	MPEG4
	2000
	25
	2
	bursty

	V01
	Psytechnics
	16
	MPEG4
	2000
	25
	5
	bursty


	Test
	Lab 
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	Other

	V02
	NTT
	0
	None
	4096 nominal
	30
	0
	reference

	V02
	NTT
	1
	MPEG4
	2000
	30
	0
	

	V02
	NTT
	2
	MPEG4
	1000
	30
	0
	

	V02
	NTT
	3
	MPEG4
	1000
	15
	0
	

	V02
	NTT
	4
	MPEG4
	1000
	15
	0
	

	V02
	NTT
	5
	MPEG4
	320
	10
	0
	

	V02
	NTT
	6
	MPEG4
	128
	15
	0
	

	V02
	NTT
	7
	MPEG4
	128
	10
	0
	

	V02
	NTT
	8
	MPEG4
	128
	5
	0
	

	V02
	NTT
	9
	MPEG4
	4096
	30
	1
	

	V02
	NTT
	10
	MPEG4
	4096
	30
	2
	

	V02
	NTT
	11
	MPEG4
	4096
	30
	3
	

	V02
	NTT
	12
	MPEG4
	1024
	30
	1
	

	V02
	NTT
	13
	MPEG4
	1024
	30
	2
	

	V02
	NTT
	14
	MPEG4
	1024
	30
	4
	

	V02
	NTT
	15
	MPEG4
	320
	30
	2
	

	V02
	NTT
	16
	MPEG4
	320
	30
	4
	


	Test
	Lab 
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	Other

	V03
	NTT
	0
	None
	4096 nominal
	30
	0
	reference

	V03
	NTT
	1
	RV10
	4096
	30
	0
	

	V03
	NTT
	2
	RV10
	1024
	30
	0
	

	V03
	NTT
	3
	RV10
	1024
	15
	0
	

	V03
	NTT
	4
	RV10
	320
	15
	0
	

	V03
	NTT
	5
	RV10
	320
	10
	0
	

	V03
	NTT
	6
	RV10
	128
	15
	0
	

	V03
	NTT
	7
	RV10
	128
	10
	0
	

	V03
	NTT
	8
	RV10
	128
	5
	0
	

	V03
	NTT
	9
	RV10
	4096
	30
	1
	

	V03
	NTT
	10
	RV10
	4096
	30
	2
	

	V03
	NTT
	11
	RV10
	4096
	30
	4
	

	V03
	NTT
	12
	RV10
	1024
	30
	1
	

	V03
	NTT
	13
	RV10
	1024
	30
	2
	

	V03
	NTT
	14
	RV10
	1024
	30
	4
	

	V03
	NTT
	15
	RV10
	320
	15
	2
	

	V03
	NTT
	16
	RV10
	320
	15
	4
	


	Test
	Lab 
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	Other

	V04
	NTT
	0
	None
	4096 nominal
	30
	0
	reference

	V04
	NTT
	1
	H264
	4096
	30
	0
	

	V04
	NTT
	2
	H264
	1024
	30
	0
	

	V04
	NTT
	3
	H264
	1024
	15
	0
	

	V04
	NTT
	4
	H264
	320
	15
	0
	

	V04
	NTT
	5
	H264
	320
	10
	0
	

	V04
	NTT
	6
	H264
	128
	15
	0
	

	V04
	NTT
	7
	H264
	128
	10
	0
	

	V04
	NTT
	8
	H264
	128
	5
	0
	

	V04
	NTT
	9
	H264
	4096
	30
	1
	

	V04
	NTT
	10
	H264
	4096
	30
	2
	

	V04
	NTT
	11
	H264
	4096
	30
	4
	

	V04
	NTT
	12
	H264
	1024
	30
	1
	

	V04
	NTT
	13
	H264
	1024
	30
	2
	

	V04
	NTT
	14
	H264
	1024
	30
	4
	

	V04
	NTT
	15
	H264
	1024
	15
	2
	

	V04
	NTT
	16
	H264
	1024
	15
	4
	


	Test
	Lab 
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	Other

	V05
	Yonsei
	0
	None
	4096 nominal
	30
	0
	reference

	V05
	Yonsei
	1
	H264
	128
	15
	0
	QuickTime* 7.1

	V05
	Yonsei
	2
	H264
	320
	15
	0
	QuickTime 7.1

	V05
	Yonsei
	3
	H264
	704
	30
	0
	QuickTime 7.1

	V05
	Yonsei
	4
	H264
	1500
	30
	0
	QuickTime 7.1

	V05
	Yonsei
	5
	H264
	3000
	30
	0
	QuickTime 7.1

	V05
	Yonsei
	6
	MPEG4
	128
	15
	0
	QuickTime 7.1

	V05
	Yonsei
	7
	MPEG4
	320
	15
	0
	QuickTime 7.1

	V05
	Yonsei
	8
	MPEG4
	704
	30
	0
	QuickTime 7.1

	V05
	Yonsei
	9
	MPEG4
	1500
	30
	0
	QuickTime 7.1

	V05
	Yonsei
	10
	MPEG4
	3000
	30
	0
	QuickTime 7.1

	V05
	Yonsei
	11
	RV10
	128
	15
	0
	Real Producer 11

	V05
	Yonsei
	12
	RV10
	704
	30
	0
	Real Producer 11

	V05
	Yonsei
	13
	RV10
	3000
	30
	0
	Real Producer* 11

	V05
	Yonsei
	14
	VC1
	320
	15
	0
	Media Encoder* 9

	V05
	Yonsei
	15
	VC1
	704
	30
	0
	Media Encoder 9

	V05
	Yonsei
	16
	VC1
	1500
	30
	0
	Media Encoder 9


	Test
	Lab 
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	Other

	V06
	Yonsei
	0
	None
	4096 nominal
	30
	0
	reference

	V06
	Yonsei
	1
	MPEG4
	128
	15
	5
	QuickTime 7.1

	V06
	Yonsei
	2
	MPEG4
	320
	15
	2
	QuickTime 7.1

	V06
	Yonsei
	3
	MPEG4
	704
	30
	0
	QuickTime 7.1

	V06
	Yonsei
	4
	MPEG4
	1500
	30
	0
	QuickTime 7.1

	V06
	Yonsei
	5
	MPEG4
	3000
	30
	1
	QuickTime 7.1

	V06
	Yonsei
	6
	H264
	128
	15
	0
	QuickTime 7.1

	V06
	Yonsei
	7
	H264
	320
	15
	0
	QuickTime 7.1

	V06
	Yonsei
	8
	H264
	1500
	30
	0
	QuickTime 7.1

	V06
	Yonsei
	9
	H264
	3000
	30
	0
	QuickTime 7.1

	V06
	Yonsei
	10
	H264
	704
	30
	7
	QuickTime 7.1

	V06
	Yonsei
	11
	RV10
	128
	15
	0
	Real Producer 11

	V06
	Yonsei
	12
	RV10
	704
	30
	0
	Real Producer 11

	V06
	Yonsei
	13
	RV10
	3000
	30
	0
	Real Producer 11

	V06
	Yonsei
	14
	VC1
	320
	15
	0
	Media Encoder 9

	V06
	Yonsei
	15
	VC1
	704
	30
	0
	Media Encoder 9

	V06
	Yonsei
	16
	VC1
	1500
	30
	0
	Media Encoder 9


	Test
	Lab 
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	Other

	V07
	Opticom
	0
	None
	4096 nominal
	25
	0
	reference

	V07
	Opticom
	1
	H264
	1024
	25
	0
	

	V07
	Opticom
	2
	H264
	512
	25
	0
	

	V07
	Opticom
	3
	H264
	512
	12.5
	0
	

	V07
	Opticom
	4
	H264
	256
	12.5
	0
	

	V07
	Opticom
	5
	H264
	256
	8.33
	0
	

	V07
	Opticom
	6
	MPEG4
	1024
	25
	0
	

	V07
	Opticom
	7
	MPEG4
	1024
	12.5
	0
	

	V07
	Opticom
	8
	MPEG4
	512
	12.5
	0
	

	V07
	Opticom
	9
	MPEG4
	512
	8.33
	0
	

	V07
	Opticom
	10
	MPEG4
	256
	8.33
	0
	

	V07
	Opticom
	11
	JPEG2000
	1024
	25
	0
	

	V07
	Opticom
	12
	JPEG2000
	1024
	12.5
	0
	

	V07
	Opticom
	13
	MPEG4
	1024
	12.5
	1
	

	V07
	Opticom
	14
	MPEG4
	1024
	12.5
	3
	

	V07
	Opticom
	15
	MPEG4
	1024
	12.5
	1
	

	V07
	Opticom
	16
	MPEG4
	1024
	12.5
	0.5
	


	Test
	Lab 
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	Other

	V08
	SwissQual
	0
	None
	4096 nominal
	25
	0
	reference

	V08
	SwissQual
	1
	H264
	2048
	25
	0
	

	V08
	SwissQual
	2
	H264
	512
	25
	0
	

	V08
	SwissQual
	3
	H264
	256
	25
	0
	

	V08
	SwissQual
	4
	H264
	512
	12.5
	0
	

	V08
	SwissQual
	5
	H264
	512
	8.3
	0
	

	V08
	SwissQual
	6
	H264
	256
	12.5
	0
	

	V08
	SwissQual
	7
	H264
	512
	25
	0.5
	5% freeze

	V08
	SwissQual
	8
	H264
	512
	25
	1
	10% freeze

	V08
	SwissQual
	9
	H264
	512
	25
	2.5
	25% freeze

	V08
	SwissQual
	10
	H264
	512
	25
	0.125
	

	V08
	SwissQual
	11
	H264
	512
	25
	0.5
	

	V08
	SwissQual
	12
	MPEG4
	2048
	25
	0
	

	V08
	SwissQual
	13
	MPEG4
	512
	25
	0
	

	V08
	SwissQual
	14
	MPEG4
	256
	25
	0
	

	V08
	SwissQual
	15
	MPEG4
	512
	8.3
	0
	

	V08
	SwissQual
	16
	H264
	512
	25
	0
	5 key frames/sec


	Test
	Lab 
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	Other

	V09
	NTIA
	0
	H.264
	4096 nominal
	29.9
	0
	Reference

	V09
	NTIA
	1
	H.264
	512
	7.1
	0
	

	V09
	NTIA
	2
	H.264
	768
	7.5
	0.3
	3% random packet loss, error concealment

	V09
	NTIA
	3
	H.264
	256
	18.3
	0.5
	5% random packet loss, error concealment

	V09
	NTIA
	4
	H.264
	384
	18.1
	0
	

	V09
	NTIA
	5
	mpeg4
	VBR (3800)
	14.1
	0.2
	up to 4 mbits/s including FEC bandwidth, burst packet loss, CIF

	V09
	NTIA
	6
	H.261
	VBR (1800)
	14.5
	0.2
	up to 2 mbits/s including FEC bandwidth, burst error

	V09
	NTIA
	7
	H.264
	VBR (1800)
	26.9
	0
	up to 2 mbits/s including FEC bandwidth 

	V09
	NTIA
	8
	H.264
	1536
	29.7
	0.1
	1/2 clips have 0.2% randomly distributed packet loss

	V09
	NTIA
	9
	H.264
	704
	29.3
	0.1
	1/2 clips have 0.2% randomly distributed packet loss

	V09
	NTIA
	10
	H.264
	448
	27
	0
	on one clip, decoder cannot keep up with frame rate & displays bars briefly

	V09
	NTIA
	11
	MPEG-2
	1000
	28.6
	0.25
	1/2 clips have 0.5% randomly distributed packet loss

	V09
	NTIA
	12
	MPEG-2
	512
	20.1
	0
	

	V09
	NTIA
	13
	H.261
	2000
	20
	0
	

	V09
	NTIA
	14
	H.261
	384
	7.1
	2
	burst errors, CIF resolution

	V09
	NTIA
	15
	H.263
	256
	22.5
	0
	QCIF resolution

	V09
	NTIA
	16
	H.264
	256
	6.3
	0
	CIF resolution


	Test
	Lab 
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	Other

	V10
	FUB
	0
	None
	4096 nominal
	25
	0
	Reference

	V10
	FUB
	1
	H264
	128
	5
	0
	Deblocking =yes

	V10
	FUB
	2
	H264
	256
	5
	0
	Deblocking = yes

	V10
	FUB
	3
	H264
	256
	12.5
	0
	Deblocking = yes

	V10
	FUB
	4
	H264
	384
	5
	0
	Deblocking = yes

	V10
	FUB
	5
	H264
	384
	12.5
	0
	Deblocking = yes

	V10
	FUB
	6
	H264
	384
	25
	0
	Deblocking = yes

	V10
	FUB
	7
	H264
	512
	5
	0
	Deblocking =no

	V10
	FUB
	8
	H264
	512
	5
	0
	Deblocking = yes

	V10
	FUB
	9
	H264
	512
	12.5
	0
	Deblocking =no

	V10
	FUB
	10
	H264
	512
	12.5
	0
	Deblocking = yes

	V10
	FUB
	11
	H264
	512
	25
	0
	Deblocking = no

	V10
	FUB
	12
	H264
	512
	25
	0
	Deblocking = yes

	V10
	FUB
	13
	H264
	750
	12.5
	0
	Deblocking = yes

	V10
	FUB
	14
	H264
	750
	25
	0
	Deblocking = no

	V10
	FUB
	15
	H264
	750
	25
	0
	Deblocking = yes

	V10
	FUB
	16
	H264
	1024
	25
	0
	Deblocking = yes


	Test
	Lab 
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	Other

	V11
	IRCCyN
	0
	None
	4096 nominal
	25
	0
	Reference

	V11
	IRCCyN
	1
	x264
	128
	5
	0
	Pre- & post-processing

	V11
	IRCCyN
	2
	x264
	128
	10
	0
	Pre- & post-processing

	V11
	IRCCyN
	3
	x264
	256
	12.5
	0
	Pre- & post-processing

	V11
	IRCCyN
	4
	x264
	256
	10
	0
	Pre- & post-processing

	V11
	IRCCyN
	5
	x264
	512
	12.5
	0
	Pre- & post-processing

	V11
	IRCCyN
	6
	x264
	512
	25
	0
	Pre- & post-processing

	V11
	IRCCyN
	7
	H264
	256
	25
	0
	Pre- & post-processing

	V11
	IRCCyN
	8
	H264
	512
	12.5
	0
	Pre- & post-processing

	V11
	IRCCyN
	9
	H264
	512
	25
	0
	Pre- & post-processing

	V11
	IRCCyN
	10
	H264
	704
	25
	0
	

	V11
	IRCCyN
	11
	H264
	1000
	25
	0
	

	V11
	IRCCyN
	12
	SVC
	256
	12.5
	0
	Pre- & post-processing

	V11
	IRCCyN
	13
	SVC
	256
	25
	0
	Pre- & post-processing

	V11
	IRCCyN
	14
	SVC
	704
	25
	0
	Pre- & post-processing

	V11
	IRCCyN
	15
	SVC
	704
	25
	0
	Pre- & post-processing

	V11
	IRCCyN
	16
	SVC
	1000
	25
	0
	Pre- & post-processing


	Test
	Lab 
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	Other

	V12
	NTIA
	0
	None
	4096 nominal
	27.9
	0
	Reference

	V12
	NTIA
	1
	MPEG2
	512
	4.6
	0
	

	V12
	NTIA
	2
	H.264
	256
	6
	0
	

	V12
	NTIA
	3
	MPEG2
	≈448
	28.6
	0
	QCIF resolution

	V12
	NTIA
	4
	MPEG2
	≈1000
	27.6
	0
	

	V12
	NTIA
	5
	MPEG2
	3000
	19.7
	0
	

	V12
	NTIA
	6
	H.264
	256
	9.9
	0
	

	V12
	NTIA
	7
	Cinepak*
	2500
	28.1
	0
	RGB colorspace conversion

	V12
	NTIA
	8
	WM9
	2000
	9.9
	0
	

	V12
	NTIA
	9
	DivX*
	704
	9.9
	0
	noise filter

	V12
	NTIA
	10
	DivX
	≈320
	20.1
	0
	VBR

	V12
	NTIA
	11
	MPEG4
	128
	20.1
	0
	SIF resolution

	V12
	NTIA
	12
	Sorenson*
	320
	4.6
	0
	RGB colorspace conversion

	V12
	NTIA
	13
	Chain of codecs
	* (128)
	11.2
	0
	Multiple transformations

	V12
	NTIA
	14
	H.263
	128 to 448
	4.8
	0
	VBR

	V12
	NTIA
	15
	H.264
	256
	15
	0
	240x180 resolution

	V12
	NTIA
	16
	Theora*
	643 to 2014
	27.9
	0
	VBR


	Test
	Lab 
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	Other

	V13
	FUB
	0
	None
	4096 nominal
	30
	0
	Reference

	V13
	FUB
	1
	H264
	384
	15
	0
	Deblocking = yes

	V13
	FUB
	2
	H264
	512
	5
	0
	Deblocking = yes

	V13
	FUB
	3
	H264
	512
	15
	0
	Deblocking = no

	V13
	FUB
	4
	H264
	512
	15
	0
	Deblocking = yes

	V13
	FUB
	5
	H264
	512
	30
	0
	Deblocking = no

	V13
	FUB
	6
	H264
	512
	30
	0
	Deblocking = yes

	V13
	FUB
	7
	H264
	750
	15
	0
	Deblocking = yes

	V13
	FUB
	8
	H264
	750
	30
	0
	Deblocking = no

	V13
	FUB
	9
	H264
	750
	30
	0
	Deblocking = yes

	V13
	FUB
	10
	H264
	1024
	15
	0
	Deblocking = yes

	V13
	FUB
	11
	H264
	1024
	30
	0
	Deblocking = yes

	V13
	FUB
	12
	H264
	1024
	30
	0
	Deblocking = no

	V13
	FUB
	13
	H264
	2048
	30
	0
	Deblocking = yes

	V13
	FUB
	14
	H264
	2048
	30
	0
	Deblocking = no

	V13
	FUB
	15
	H264
	4096
	30
	0
	Deblocking = yes

	V13
	FUB
	16
	H264
	6000
	30
	0
	Deblocking = yes


	Test
	Lab 
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	Other

	C01
	Psytechnics
	0
	none
	1536 nominal
	25
	0
	reference

	C01
	Psytechnics
	1
	RV10
	448k
	25
	0
	

	C01
	Psytechnics
	2
	VC1
	448k
	25
	0
	

	C01
	Psytechnics
	3
	MPEG4
	448k
	25
	0
	

	C01
	Psytechnics
	4
	VC1
	320k
	25
	0
	

	C01
	Psytechnics
	5
	RV10
	320k
	12.5
	0
	

	C01
	Psytechnics
	6
	VC1
	320k
	12.5
	0
	

	C01
	Psytechnics
	7
	MPEG4
	320k
	12.5
	0
	

	C01
	Psytechnics
	8
	RV10
	128k
	12.5
	0
	

	C01
	Psytechnics
	9
	VC1
	128k
	12.5
	0
	

	C01
	Psytechnics
	10
	MPEG4
	128k
	12.5
	0
	

	C01
	Psytechnics
	11
	VC1
	64k
	5
	0
	

	C01
	Psytechnics
	12
	MPEG4
	64k
	5
	0
	

	C01
	Psytechnics
	13
	MPEG4
	704k
	25
	1
	periodic

	C01
	Psytechnics
	14
	MPEG4
	704k
	25
	2
	bursty

	C01
	Psytechnics
	15
	MPEG4
	704k
	25
	5
	bursty

	C01
	Psytechnics
	16
	MPEG4
	704k
	25
	10
	bursty


	Test
	Lab 
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	Other

	C02
	NTT
	0
	none
	1536 nominal
	30
	0
	reference

	C02
	NTT
	1
	MPEG4
	704
	30
	0
	

	C02
	NTT
	2
	MPEG4
	320
	30
	0
	

	C02
	NTT
	3
	MPEG4
	320
	15
	0
	

	C02
	NTT
	4
	MPEG4
	128
	15
	0
	

	C02
	NTT
	5
	MPEG4
	128
	10
	0
	

	C02
	NTT
	6
	MPEG4
	64
	15
	0
	

	C02
	NTT
	7
	MPEG4
	64
	10
	0
	

	C02
	NTT
	8
	MPEG4
	64
	5
	0
	

	C02
	NTT
	9
	MPEG4
	704
	30
	1
	

	C02
	NTT
	10
	MPEG4
	704
	30
	2
	

	C02
	NTT
	11
	MPEG4
	704
	30
	4
	

	C02
	NTT
	12
	MPEG4
	320
	30
	1
	

	C02
	NTT
	13
	MPEG4
	320
	30
	2
	

	C02
	NTT
	14
	MPEG4
	320
	30
	4
	

	C02
	NTT
	15
	MPEG4
	128
	30
	2
	

	C02
	NTT
	16
	MPEG4
	128
	30
	4
	


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	C03
	NTT
	0
	none
	1536 nominal
	30
	0
	reference

	C03
	NTT
	1
	RV10
	704
	30
	0
	

	C03
	NTT
	2
	RV10
	320
	30
	0
	

	C03
	NTT
	3
	RV10
	320
	15
	0
	

	C03
	NTT
	4
	RV10
	128
	15
	0
	

	C03
	NTT
	5
	RV10
	128
	10
	0
	

	C03
	NTT
	6
	RV10
	64
	15
	0
	

	C03
	NTT
	7
	RV10
	64
	10
	0
	

	C03
	NTT
	8
	RV10
	64
	5
	0
	

	C03
	NTT
	9
	RV10
	704
	30
	1
	

	C03
	NTT
	10
	RV10
	704
	30
	2
	

	C03
	NTT
	11
	RV10
	704
	30
	4
	

	C03
	NTT
	12
	RV10
	320
	30
	1
	

	C03
	NTT
	13
	RV10
	320
	30
	2
	

	C03
	NTT
	14
	RV10
	320
	30
	4
	

	C03
	NTT
	15
	RV10
	320
	15
	2
	

	C03
	NTT
	16
	RV10
	320
	15
	4
	


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	C04
	NTT
	0
	none
	1536 nominal
	30
	0
	reference

	C04
	NTT
	1
	H264
	704
	30
	0
	

	C04
	NTT
	2
	H264
	320
	30
	0
	

	C04
	NTT
	3
	H264
	320
	15
	0
	

	C04
	NTT
	4
	H264
	128
	15
	0
	

	C04
	NTT
	5
	H264
	128
	10
	0
	

	C04
	NTT
	6
	H264
	64
	15
	0
	

	C04
	NTT
	7
	H264
	64
	10
	0
	

	C04
	NTT
	8
	H264
	64
	5
	0
	

	C04
	NTT
	9
	H264
	704
	30
	1
	

	C04
	NTT
	10
	H264
	704
	30
	2
	

	C04
	NTT
	11
	H264
	704
	30
	4
	

	C04
	NTT
	12
	H264
	320
	30
	1
	

	C04
	NTT
	13
	H264
	320
	30
	2
	

	C04
	NTT
	14
	H264
	320
	30
	4
	

	C04
	NTT
	15
	H264
	320
	15
	2
	

	C04
	NTT
	16
	H264
	320
	15
	4
	


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	C05
	Yonsei
	0
	none
	1536 nominal
	30
	0
	reference

	C05
	Yonsei
	1
	H264
	64
	10
	0
	

	C05
	Yonsei
	2
	H264
	128
	15
	0
	

	C05
	Yonsei
	3
	H264
	320
	15
	0
	

	C05
	Yonsei
	4
	H264
	320
	30
	0
	

	C05
	Yonsei
	5
	H264
	704
	30
	0
	

	C05
	Yonsei
	6
	MPEG4
	64
	10
	0
	

	C05
	Yonsei
	7
	MPEG4
	128
	15
	0
	

	C05
	Yonsei
	8
	MPEG4
	320
	15
	0
	

	C05
	Yonsei
	9
	MPEG4
	320
	30
	0
	

	C05
	Yonsei
	10
	MPEG4
	704
	30
	0
	

	C05
	Yonsei
	11
	RV10
	128
	15
	0
	

	C05
	Yonsei
	12
	RV10
	320
	30
	0
	

	C05
	Yonsei
	13
	RV10
	704
	30
	0
	

	C05
	Yonsei
	14
	RV10
	64
	10
	0
	

	C05
	Yonsei
	15
	RV10
	320
	15
	0
	

	C05
	Yonsei
	16
	RV10
	704
	30
	0
	


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	C06
	Yonsei
	0
	none
	1536 nominal
	30
	0
	reference

	C06
	Yonsei
	1
	MPEG4
	64
	10
	0
	

	C06
	Yonsei
	2
	MPEG4
	128
	15
	5
	

	C06
	Yonsei
	3
	MPEG4
	320
	15
	2
	

	C06
	Yonsei
	4
	MPEG4
	320
	30
	1
	

	C06
	Yonsei
	5
	MPEG4
	704
	30
	0
	

	C06
	Yonsei
	6
	H264
	64
	10
	0
	

	C06
	Yonsei
	7
	H264
	128
	15
	0
	

	C06
	Yonsei
	8
	H264
	320
	15
	0
	

	C06
	Yonsei
	9
	H264
	320
	30
	7
	

	C06
	Yonsei
	10
	H264
	704
	30
	0
	

	C06
	Yonsei
	11
	RV10
	64
	10
	0
	

	C06
	Yonsei
	12
	RV10
	320
	15
	0
	

	C06
	Yonsei
	13
	RV10
	704
	30
	0
	

	C06
	Yonsei
	14
	VC1
	64
	10
	0
	

	C06
	Yonsei
	15
	VC1
	128
	15
	0
	

	C06
	Yonsei
	16
	VC1
	704
	30
	0
	


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	C07
	KDDI
	0
	none
	1536 nominal
	30
	0
	reference

	C07
	KDDI
	1
	H264
	64
	3
	0
	

	C07
	KDDI
	2
	H264
	64
	5
	0
	

	C07
	KDDI
	3
	H264
	128
	5
	0
	

	C07
	KDDI
	4
	H264
	256
	5
	0
	

	C07
	KDDI
	5
	H264
	256
	10
	0
	

	C07
	KDDI
	6
	H264
	384
	10
	0
	

	C07
	KDDI
	7
	H264
	384
	15
	0
	

	C07
	KDDI
	8
	MPG4
	128
	5
	0
	

	C07
	KDDI
	9
	MPG4
	256
	5
	0
	

	C07
	KDDI
	10
	MPG4
	512
	10
	0
	

	C07
	KDDI
	11
	MPG4
	768
	10
	0
	

	C07
	KDDI
	12
	MPG4
	768
	15
	0
	

	C07
	KDDI
	13
	H264
	256
	10
	1
	

	C07
	KDDI
	14
	H264
	256
	10
	2
	

	C07
	KDDI
	15
	MPG4
	512
	10
	1
	

	C07
	KDDI
	16
	MPG4
	512
	10
	2
	


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	C08
	KDDI
	0
	none
	1536 nominal
	30
	0
	reference

	C08
	KDDI
	1
	H264
	64
	3
	0
	

	C08
	KDDI
	2
	H264
	64
	5
	0
	

	C08
	KDDI
	3
	H264
	128
	5
	0
	

	C08
	KDDI
	4
	H264
	256
	5
	0
	

	C08
	KDDI
	5
	H264
	256
	10
	0
	

	C08
	KDDI
	6
	H264
	384
	10
	0
	

	C08
	KDDI
	7
	H264
	384
	15
	0
	

	C08
	KDDI
	8
	MPG4
	128
	5
	0
	

	C08
	KDDI
	9
	MPG4
	256
	5
	0
	

	C08
	KDDI
	10
	MPG4
	512
	10
	0
	

	C08
	KDDI
	11
	MPG4
	768
	10
	0
	

	C08
	KDDI
	12
	MPG4
	768
	15
	0
	

	C08
	KDDI
	13
	H264
	256
	10
	1
	

	C08
	KDDI
	14
	H264
	256
	10
	2
	

	C08
	KDDI
	15
	MPG4
	512
	10
	1
	

	C08
	KDDI
	16
	MPG4
	512
	10
	2
	


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	C09
	KDDI
	0
	none
	1536 nominal
	30
	0
	reference

	C09
	KDDI
	1
	H264
	64
	3
	0
	

	C09
	KDDI
	2
	H264
	64
	5
	0
	

	C09
	KDDI
	3
	H264
	128
	5
	0
	

	C09
	KDDI
	4
	H264
	256
	5
	0
	

	C09
	KDDI
	5
	H264
	256
	10
	0
	

	C09
	KDDI
	6
	H264
	384
	10
	0
	

	C09
	KDDI
	7
	H264
	384
	15
	0
	

	C09
	KDDI
	8
	MPG4
	128
	5
	0
	

	C09
	KDDI
	9
	MPG4
	256
	5
	0
	

	C09
	KDDI
	10
	MPG4
	512
	10
	0
	

	C09
	KDDI
	11
	MPG4
	768
	10
	0
	

	C09
	KDDI
	12
	MPG4
	768
	15
	0
	

	C09
	KDDI
	13
	H264
	256
	10
	1
	

	C09
	KDDI
	14
	H264
	256
	10
	2
	

	C09
	KDDI
	15
	MPG4
	512
	10
	1
	

	C09
	KDDI
	16
	MPG4
	512
	10
	2
	


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	C10
	Symmetricom
	0
	none
	1536 nominal
	25
	0
	reference

	C10
	Symmetricom
	1
	H264
	64
	12.5
	0
	

	C10
	Symmetricom
	2
	H264
	128
	12.5
	0
	

	C10
	Symmetricom
	3
	H264
	256
	12.5
	0
	

	C10
	Symmetricom
	4
	H264
	256
	25
	0
	

	C10
	Symmetricom
	5
	H264
	512
	25
	0
	

	C10
	Symmetricom
	6
	WM9
	64
	12.5
	0
	

	C10
	Symmetricom
	7
	WM9
	128
	12.5
	0
	

	C10
	Symmetricom
	8
	WM9
	256
	12.5
	0
	

	C10
	Symmetricom
	9
	WM9
	256
	25
	0
	

	C10
	Symmetricom
	10
	WM9
	512
	25
	0
	

	C10
	Symmetricom
	11
	MPG4
	256
	25
	0
	

	C10
	Symmetricom
	12
	MPG4
	512
	25
	0
	

	C10
	Symmetricom
	13
	JP2000
	256
	8.33
	0
	

	C10
	Symmetricom
	14
	JP2000
	256
	12.5
	0
	

	C10
	Symmetricom
	15
	JP2000
	512
	12.5
	0
	

	C10
	Symmetricom
	16
	JP2000
	768
	25
	0
	


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	C11
	NTIA
	0
	none
	1536 nominal
	29.7
	0
	reference

	C11
	NTIA
	1
	H.264
	704
	29.7
	0
	

	C11
	NTIA
	2
	MPEG-1
	320
	29.7
	0
	

	C11
	NTIA
	3
	MPEG-1
	448
	29.7
	0
	

	C11
	NTIA
	4
	DivX
	448
	29.7
	0
	

	C11
	NTIA
	5
	DivX
	192
	29.7
	0
	

	C11
	NTIA
	6
	Cinepak
	320
	29.7
	0
	RGB Colorspace conversion

	C11
	NTIA
	7
	Sorenson 3
	64
	29.7
	0
	RGB Colorspace conversion

	C11
	NTIA
	8
	MPEG4-ISO
	128
	29.7
	0
	 

	C11
	NTIA
	9
	H.264
	384
	automatic (24.4)
	1
	error concealment

	C11
	NTIA
	10
	H.264
	128
	automatic (9.5)
	0
	 

	C11
	NTIA
	11
	H.263
	256
	automatic (5.9)
	0
	 

	C11
	NTIA
	12
	H.264
	256
	automatic (13.4)
	0.2
	burst error with FEC

	C11
	NTIA
	13
	H.263
	128
	automatic (8.0)
	0
	 

	C11
	NTIA
	14
	H.263
	384
	automatic (14.5)
	0
	 

	C11
	NTIA
	15
	H.264
	704
	automatic (29.4)
	0.25
	1/2 clips 0.5% packet loss

	C11
	NTIA
	16
	H.261
	384
	automatic (21.4)
	0
	QCIF resolution


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	C12
	CRC/Nortel
	0
	none
	1536 nominal
	30
	0
	reference

	C12
	CRC/Nortel
	1
	H.264
	768
	30
	0
	

	C12
	CRC/Nortel
	2
	H.264
	768
	20
	0
	

	C12
	CRC/Nortel
	3
	H.264
	256
	20
	0
	

	C12
	CRC/Nortel
	4
	H.264
	256
	15
	0
	

	C12
	CRC/Nortel
	5
	H.264
	128
	20
	0
	

	C12
	CRC/Nortel
	6
	H.264
	128
	15
	0
	

	C12
	CRC/Nortel
	7
	H.264
	768
	30
	0.5
	

	C12
	CRC/Nortel
	8
	H.264
	768
	30
	1
	

	C12
	CRC/Nortel
	9
	H.264
	768
	30
	2
	

	C12
	CRC/Nortel
	10
	H.264
	768
	30
	4
	

	C12
	CRC/Nortel
	11
	H.264
	768
	30
	8
	

	C12
	CRC/Nortel
	12
	H.264
	256
	20
	0.5
	

	C12
	CRC/Nortel
	13
	H.264
	256
	20
	1
	

	C12
	CRC/Nortel
	14
	H.264
	256
	20
	2
	

	C12
	CRC/Nortel
	15
	H.264
	256
	20
	4
	

	C12
	CRC/Nortel
	16
	H.264
	256
	20
	8
	


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	Deblocking

	C13
	FUB
	0
	none
	1536 nominal
	30
	0
	reference

	C13
	FUB
	1
	H264
	64
	5
	0
	yes

	C13
	FUB
	2
	H264
	96
	5
	0
	yes

	C13
	FUB
	3
	H264
	128
	5
	0
	yes

	C13
	FUB
	4
	H264
	192
	5
	0
	yes

	C13
	FUB
	5
	H264
	256
	5
	0
	yes

	C13
	FUB
	6
	H264
	128
	25
	0
	yes

	C13
	FUB
	7
	H264
	192
	25
	0
	yes

	C13
	FUB
	8
	H264
	256
	25
	0
	yes

	C13
	FUB
	9
	H264
	384
	25
	0
	yes

	C13
	FUB
	10
	H264
	128
	5
	0
	no

	C13
	FUB
	11
	H264
	192
	5
	0
	no

	C13
	FUB
	12
	H264
	256
	5
	0
	no

	C13
	FUB
	13
	H264
	384
	5
	0
	no

	C13
	FUB
	14
	H264
	128
	25
	0
	no

	C13
	FUB
	15
	H264
	192
	25
	0
	no

	C13
	FUB
	16
	H264
	256
	25
	0
	no


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	C14
	Acreo
	0
	none
	1536 nominal
	25
	0
	reference

	C14
	Acreo
	1
	MPEG4
	300
	25
	0
	

	C14
	Acreo
	2
	MPEG4
	300
	25
	2
	

	C14
	Acreo
	3
	MPEG4
	200
	12.5
	0
	

	C14
	Acreo
	4
	MPEG4
	200
	12.5
	2
	

	C14
	Acreo
	5
	MPEG4
	200
	12.5
	6
	

	C14
	Acreo
	6
	MPEG4
	90
	8.33
	2
	

	C14
	Acreo
	7
	MPEG4
	90
	8.33
	6
	

	C14
	Acreo
	8
	MPEG4
	90
	8.33
	12
	

	C14
	Acreo
	9
	H.264
	300
	25
	0
	

	C14
	Acreo
	10
	H.264
	300
	25
	2
	

	C14
	Acreo
	11
	H.264
	200
	12.5
	0
	

	C14
	Acreo
	12
	H.264
	200
	12.5
	2
	

	C14
	Acreo
	13
	H.264
	200
	12.5
	6
	

	C14
	Acreo
	14
	H.264
	90
	8.33
	2
	

	C14
	Acreo
	15
	H.264
	90
	8.33
	6
	

	C14
	Acreo
	16
	H.264
	90
	8.33
	12
	


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	Q01
	Psytechnics
	0
	none
	512 nominal
	25
	0
	reference

	Q01
	Psytechnics
	1
	H264
	320
	25
	0
	

	Q01
	Psytechnics
	2
	MPEG4
	320
	25
	0
	

	Q01
	Psytechnics
	3
	MPEG4
	320
	12.5
	0
	

	Q01
	Psytechnics
	4
	H263
	320
	12.5
	0
	

	Q01
	Psytechnics
	5
	H264
	128
	12.5
	0
	

	Q01
	Psytechnics
	6
	MPEG4
	128
	12.5
	0
	

	Q01
	Psytechnics
	7
	H263
	128
	12.5
	0
	

	Q01
	Psytechnics
	8
	H264
	64
	12.5
	0
	

	Q01
	Psytechnics
	9
	MPEG4
	64
	12.5
	0
	

	Q01
	Psytechnics
	10
	H263
	64
	12.5
	0
	

	Q01
	Psytechnics
	11
	H264
	32
	5
	0
	

	Q01
	Psytechnics
	12
	MPEG4
	32
	5
	0
	

	Q01
	Psytechnics
	13
	H263
	32
	5
	0
	

	Q01
	Psytechnics
	14
	MPEG4
	320
	12.5
	2
	periodic PL

	Q01
	Psytechnics
	15
	MPEG4
	320
	12.5
	5
	bursty PL

	Q01
	Psytechnics
	16
	MPEG4
	320
	12.5
	1
	periodic PL


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	Q02
	NTT
	0
	none
	512 nominal
	30
	0
	reference

	Q02
	NTT
	1
	MPEG4
	320
	30
	0
	

	Q02
	NTT
	2
	MPEG4
	128
	30
	0
	

	Q02
	NTT
	3
	MPEG4
	128
	10
	0
	

	Q02
	NTT
	4
	MPEG4
	64
	10
	0
	

	Q02
	NTT
	5
	MPEG4
	64
	2.5
	0
	

	Q02
	NTT
	6
	MPEG4
	32
	10
	0
	

	Q02
	NTT
	7
	MPEG4
	32
	2.5
	0
	

	Q02
	NTT
	8
	MPEG4
	16
	2.5
	0
	

	Q02
	NTT
	9
	MPEG4
	128
	30
	1
	

	Q02
	NTT
	10
	MPEG4
	128
	30
	2
	

	Q02
	NTT
	11
	MPEG4
	128
	30
	4
	

	Q02
	NTT
	12
	MPEG4
	64
	30
	1
	

	Q02
	NTT
	13
	MPEG4
	64
	30
	2
	

	Q02
	NTT
	14
	MPEG4
	64
	30
	4
	

	Q02
	NTT
	15
	MPEG4
	32
	30
	2
	

	Q02
	NTT
	16
	MPEG4
	32
	30
	4
	


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	Q03
	NTT
	0
	none
	512 nominal
	30
	0
	reference

	Q03
	NTT
	1
	RV10
	320
	30
	0
	

	Q03
	NTT
	2
	RV10
	128
	30
	0
	

	Q03
	NTT
	3
	RV10
	128
	10
	0
	

	Q03
	NTT
	4
	RV10
	64
	10
	0
	

	Q03
	NTT
	5
	RV10
	64
	2.5
	0
	

	Q03
	NTT
	6
	RV10
	32
	10
	0
	

	Q03
	NTT
	7
	RV10
	32
	2.5
	0
	

	Q03
	NTT
	8
	RV10
	16
	2.5
	0
	

	Q03
	NTT
	9
	RV10
	128
	30
	1
	

	Q03
	NTT
	10
	RV10
	128
	30
	2
	

	Q03
	NTT
	11
	RV10
	128
	30
	4
	

	Q03
	NTT
	12
	RV10
	64
	30
	1
	

	Q03
	NTT
	13
	RV10
	64
	30
	2
	

	Q03
	NTT
	14
	RV10
	64
	30
	4
	

	Q03
	NTT
	15
	RV10
	64
	10
	2
	

	Q03
	NTT
	16
	RV10
	64
	10
	4
	


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	Q04
	NTT
	0
	none
	512 nominal
	30
	0
	reference

	Q04
	NTT
	1
	H264
	320
	30
	0
	

	Q04
	NTT
	2
	H264
	128
	30
	0
	

	Q04
	NTT
	3
	H264
	128
	10
	0
	

	Q04
	NTT
	4
	H264
	64
	10
	0
	

	Q04
	NTT
	5
	H264
	64
	2.5
	0
	

	Q04
	NTT
	6
	H264
	32
	10
	0
	

	Q04
	NTT
	7
	H264
	32
	2.5
	0
	

	Q04
	NTT
	8
	H264
	16
	2.5
	0
	

	Q04
	NTT
	9
	H264
	128
	30
	1
	

	Q04
	NTT
	10
	H264
	128
	30
	2
	

	Q04
	NTT
	11
	H264
	128
	30
	4
	

	Q04
	NTT
	12
	H264
	64
	30
	1
	

	Q04
	NTT
	13
	H264
	64
	30
	2
	

	Q04
	NTT
	14
	H264
	64
	30
	4
	

	Q04
	NTT
	15
	H264
	64
	10
	2
	

	Q04
	NTT
	16
	H264
	64
	10
	4
	


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	Q05
	Yonsei
	0
	none
	  512  nominal
	30
	0
	reference

	Q05
	Yonsei
	1
	MPEG4
	32
	5
	5
	

	Q05
	Yonsei
	2
	MPEG4
	32
	10
	0
	

	Q05
	Yonsei
	3
	MPEG4
	64
	10
	2
	

	Q05
	Yonsei
	4
	MPEG4
	128
	15
	0
	

	Q05
	Yonsei
	5
	MPEG4
	320
	30
	1
	

	Q05
	Yonsei
	6
	H264
	32
	5
	0
	

	Q05
	Yonsei
	7
	H264
	32
	10
	0
	

	Q05
	Yonsei
	8
	H264
	64
	10
	0
	

	Q05
	Yonsei
	9
	H264
	128
	15
	7
	Darwin streaming server capture

	Q05
	Yonsei
	10
	H264
	320
	30
	0
	

	Q05
	Yonsei
	11
	RV10
	16
	5
	0
	

	Q05
	Yonsei
	12
	RV10
	64
	10
	0
	

	Q05
	Yonsei
	13
	RV10
	320
	30
	0
	

	Q05
	Yonsei
	14
	VC1
	32
	10
	0
	

	Q05
	Yonsei
	15
	VC1
	128
	15
	0
	

	Q05
	Yonsei
	16
	VC1
	320
	30
	0
	


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	Q06
	Yonsei
	0
	none
	512 nominal
	30
	0
	reference

	Q06
	Yonsei
	1
	H264
	32
	5
	0
	

	Q06
	Yonsei
	2
	H264
	32
	10
	0
	

	Q06
	Yonsei
	3
	H264
	64
	10
	0
	

	Q06
	Yonsei
	4
	H264
	128
	15
	0
	

	Q06
	Yonsei
	5
	H264
	320
	30
	0
	

	Q06
	Yonsei
	6
	MPEG4
	32
	5
	0
	

	Q06
	Yonsei
	7
	MPEG4
	32
	10
	0
	

	Q06
	Yonsei
	8
	MPEG4
	64
	10
	0
	

	Q06
	Yonsei
	9
	MPEG4
	128
	15
	0
	

	Q06
	Yonsei
	10
	MPEG4
	320
	30
	0
	

	Q06
	Yonsei
	11
	RV10
	16
	5
	0
	

	Q06
	Yonsei
	12
	RV10
	32
	10
	0
	

	Q06
	Yonsei
	13
	RV10
	320
	30
	0
	

	Q06
	Yonsei
	14
	VC1
	32
	5
	0
	

	Q06
	Yonsei
	15
	VC1
	64
	10
	0
	

	Q06
	Yonsei
	16
	VC1
	320
	30
	0
	


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	Q07
	KDDI
	0
	none
	512 nominal
	30
	0
	reference

	Q07
	KDDI
	1
	H264
	16
	3
	0
	

	Q07
	KDDI
	2
	H264
	16
	5
	0
	

	Q07
	KDDI
	3
	H264
	32
	5
	0
	

	Q07
	KDDI
	4
	H264
	64
	5
	0
	

	Q07
	KDDI
	5
	H264
	64
	10
	0
	

	Q07
	KDDI
	6
	H264
	128
	10
	0
	

	Q07
	KDDI
	7
	H264
	128
	15
	0
	

	Q07
	KDDI
	8
	MPEG4
	32
	5
	0
	

	Q07
	KDDI
	9
	MPEG4
	64
	5
	0
	

	Q07
	KDDI
	10
	MPEG4
	128
	10
	0
	

	Q07
	KDDI
	11
	MPEG4
	256
	10
	0
	

	Q07
	KDDI
	12
	MPEG4
	256
	15
	0
	

	Q07
	KDDI
	13
	H264
	128
	10
	1
	

	Q07
	KDDI
	14
	H264
	128
	10
	2
	

	Q07
	KDDI
	15
	MPEG4
	128
	10
	1
	

	Q07
	KDDI
	16
	MPEG4
	128
	10
	2
	


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	Q08
	KDDI
	0
	none
	512 nominal
	30
	0
	reference

	Q08
	KDDI
	1
	H264
	16
	3
	0
	

	Q08
	KDDI
	2
	H264
	16
	5
	0
	

	Q08
	KDDI
	3
	H264
	32
	5
	0
	

	Q08
	KDDI
	4
	H264
	64
	5
	0
	

	Q08
	KDDI
	5
	H264
	64
	10
	0
	

	Q08
	KDDI
	6
	H264
	128
	10
	0
	

	Q08
	KDDI
	7
	H264
	128
	15
	0
	

	Q08
	KDDI
	8
	MPEG4
	32
	5
	0
	

	Q08
	KDDI
	9
	MPEG4
	64
	5
	0
	

	Q08
	KDDI
	10
	MPEG4
	128
	10
	0
	

	Q08
	KDDI
	11
	MPEG4
	256
	10
	0
	

	Q08
	KDDI
	12
	MPEG4
	256
	15
	0
	

	Q08
	KDDI
	13
	H264
	128
	10
	1
	

	Q08
	KDDI
	14
	H264
	128
	10
	2
	

	Q08
	KDDI
	15
	MPEG4
	128
	10
	1
	

	Q08
	KDDI
	16
	MPEG4
	128
	10
	2
	


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	Q09
	KDDI
	0
	none
	512 nominal
	30
	0
	reference

	Q09
	KDDI
	1
	H264
	16
	3
	0
	

	Q09
	KDDI
	2
	H264
	16
	5
	0
	

	Q09
	KDDI
	3
	H264
	32
	5
	0
	

	Q09
	KDDI
	4
	H264
	64
	5
	0
	

	Q09
	KDDI
	5
	H264
	64
	10
	0
	

	Q09
	KDDI
	6
	H264
	128
	10
	0
	

	Q09
	KDDI
	7
	H264
	128
	15
	0
	

	Q09
	KDDI
	8
	MPEG4
	32
	5
	0
	

	Q09
	KDDI
	9
	MPEG4
	64
	5
	0
	

	Q09
	KDDI
	10
	MPEG4
	128
	10
	0
	

	Q09
	KDDI
	11
	MPEG4
	256
	10
	0
	

	Q09
	KDDI
	12
	MPEG4
	256
	15
	0
	

	Q09
	KDDI
	13
	H264
	128
	10
	1
	

	Q09
	KDDI
	14
	H264
	128
	10
	2
	

	Q09
	KDDI
	15
	MPEG4
	128
	10
	1
	

	Q09
	KDDI
	16
	MPEG4
	128
	10
	2
	


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	Q10
	FT
	0
	none
	512 nominal
	30
	0
	reference

	Q10
	FT
	1
	WMV9
	320 target, variable
	15, 10, 5 variable
	0
	potential pausing with skipping

	Q10
	FT
	2
	WMV9
	320 target, variable
	15, 10, 5 variable
	0
	potential pausing with skipping

	Q10
	FT
	3
	WMV9
	320 target, variable
	15, 10, 5 variable
	0
	potential pausing with skipping

	Q10
	FT
	4
	WMV9
	320 target, variable
	15, 10, 5 variable
	0
	potential pausing with skipping

	Q10
	FT
	5
	WMV9
	320 target, variable
	15, 10, 5 variable
	0
	potential pausing with skipping

	Q10
	FT
	6
	WMV9
	320 target, variable
	15, 10, 5 variable
	0
	potential pausing with skipping

	Q10
	FT
	7
	WMV9
	320 target, variable
	15, 10, 5 variable
	0
	potential pausing with skipping

	Q10
	FT
	8
	WMV9
	320 target, variable
	15, 10, 5 variable
	0
	potential pausing with skipping

	Q10
	FT
	9
	WMV9
	320 target, variable
	15, 10, 5 variable
	0
	potential pausing with skipping

	Q10
	FT
	10
	WMV9
	320 target, variable
	15, 10, 5 variable
	0
	variable frame-rates

	Q10
	FT
	11
	WMV9
	320 target, variable
	15, 10, 5 variable
	0
	variable frame-rates

	Q10
	FT
	12
	WMV9
	320 target, variable
	15, 10, 5 variable
	0
	variable frame-rates

	Q10
	FT
	13
	WMV9
	320 target, variable
	15, 10, 5 variable
	0
	variable frame-rate; pausing with skipping

	Q10
	FT
	14
	WMV9
	320 target, variable
	15, 10, 5 variable
	0
	variable frame-rate; pausing with skipping

	Q10
	FT
	15
	WMV9
	320 target, variable
	15, 10, 5 variable
	0
	variable frame-rate; pausing with skipping

	Q10
	FT
	16
	WMV9
	320 target, variable
	15, 10, 5 variable
	0
	variable frame-rate; pausing with skipping


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	Q11
	CRC/Nortel
	0
	none
	512 nominal
	30
	0
	reference

	Q11
	CRC/Nortel
	1
	MPEG4
	256
	20
	0
	

	Q11
	CRC/Nortel
	2
	MPEG4
	256
	15
	0
	

	Q11
	CRC/Nortel
	3
	MPEG4
	128
	15
	0
	

	Q11
	CRC/Nortel
	4
	MPEG4
	128
	10
	0
	

	Q11
	CRC/Nortel
	5
	MPEG4
	64
	10
	0
	

	Q11
	CRC/Nortel
	6
	MPEG4
	64
	7.5
	0
	

	Q11
	CRC/Nortel
	7
	MPEG4
	256
	20
	0.5
	

	Q11
	CRC/Nortel
	8
	MPEG4
	256
	20
	1
	

	Q11
	CRC/Nortel
	9
	MPEG4
	256
	20
	2
	

	Q11
	CRC/Nortel
	10
	MPEG4
	256
	20
	4
	

	Q11
	CRC/Nortel
	11
	MPEG4
	256
	20
	8
	

	Q11
	CRC/Nortel
	12
	MPEG4
	128
	15
	0.5
	

	Q11
	CRC/Nortel
	13
	MPEG4
	128
	15
	1
	

	Q11
	CRC/Nortel
	14
	MPEG4
	128
	15
	2
	

	Q11
	CRC/Nortel
	15
	MPEG4
	128
	15
	4
	

	Q11
	CRC/Nortel
	16
	MPEG4
	128
	15
	8
	


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	Q12
	Acreo
	0
	none
	512 nominal
	25
	0
	reference

	Q12
	Acreo
	1
	MPEG4
	200
	25
	0
	

	Q12
	Acreo
	2
	MPEG4
	200
	25
	2
	

	Q12
	Acreo
	3
	MPEG4
	90
	12.5
	0
	

	Q12
	Acreo
	4
	MPEG4
	90
	12.5
	2
	

	Q12
	Acreo
	5
	MPEG4
	90
	12.5
	6
	

	Q12
	Acreo
	6
	MPEG4
	40
	8.33
	2
	

	Q12
	Acreo
	7
	MPEG4
	40
	8.33
	6
	

	Q12
	Acreo
	8
	MPEG4
	40
	8.33
	12
	

	Q12
	Acreo
	9
	H264
	200
	25
	0
	

	Q12
	Acreo
	10
	H264
	200
	25
	2
	

	Q12
	Acreo
	11
	H264
	90
	12.5
	0
	

	Q12
	Acreo
	12
	H264
	90
	12.5
	2
	

	Q12
	Acreo
	13
	H264
	90
	12.5
	6
	

	Q12
	Acreo
	14
	H264
	40
	8.33
	2
	

	Q12
	Acreo
	15
	H264
	40
	8.33
	6
	

	Q12
	Acreo
	16
	H264
	40
	8.33
	12
	


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	Q13
	NTIA
	0
	 none
	512 nominal
	25
	0
	reference

	Q13
	NTIA
	1
	H.264
	32
	12
	0
	

	Q13
	NTIA
	2
	mpeg4 AVC
	16
	12
	0
	noise reduction, color correct

	Q13
	NTIA
	3
	MPEG-1
	320
	25
	0
	conturing & de-noising

	Q13
	NTIA
	4
	MPEG-1
	192
	25
	0
	

	Q13
	NTIA
	5
	DivX
	128
	8
	0
	noise reduction

	Q13
	NTIA
	6
	DivX
	32
	5
	0
	

	Q13
	NTIA
	7
	Cinepak
	128
	8
	0
	

	Q13
	NTIA
	8
	Sorenson 3
	16
	8
	0
	RGB conversion required

	Q13
	NTIA
	9
	MPEG4-ISO
	64
	12
	0
	

	Q13
	NTIA
	10
	H.264
	256
	automatic(10)
	0.5
	error concealment

	Q13
	NTIA
	11
	H.264
	320
	automatic(12)
	0.5
	error concealment

	Q13
	NTIA
	12
	H.264
	128
	automatic(8)
	0
	

	Q13
	NTIA
	13
	H.263
	128
	automatic(8)
	0
	

	Q13
	NTIA
	14
	H.264
	320
	automatic(12)
	0
	

	Q13
	NTIA
	15
	H.261
	256
	automatic(12)
	2
	1/2 clips have burst errors

	Q13
	NTIA
	16
	H.261
	64
	automatic(10)
	2
	1/2 clips have burst errors


	Test
	Lab
	HRC #
	Codec
	Bit Rate
	Frame Rate
	PLR
	 Other

	Q14
	FT
	0
	none
	512 nominal
	25
	0
	reference

	Q14
	FT
	1
	WMV9
	320 target, variable
	12.5, 8.33, 5 variable
	0
	potential pausing with skipping

	Q14
	FT
	2
	WMV9
	320 target, variable
	12.5, 8.33, 5 variable
	0
	potential pausing with skipping

	Q14
	FT
	3
	WMV9
	320 target, variable
	12.5, 8.33, 5 variable
	0
	potential pausing with skipping

	Q14
	FT
	4
	WMV9
	320 target, variable
	12.5, 8.33, 5 variable
	0
	potential pausing with skipping

	Q14
	FT
	5
	WMV9
	320 target, variable
	12.5, 8.33, 5 variable
	0
	potential pausing with skipping

	Q14
	FT
	6
	WMV9
	320 target, variable
	12.5, 8.33, 5 variable
	0
	potential pausing with skipping

	Q14
	FT
	7
	WMV9
	320 target, variable
	12.5, 8.33, 5 variable
	0
	potential pausing with skipping

	Q14
	FT
	8
	WMV9
	320 target, variable
	12.5, 8.33, 5 variable
	0
	potential pausing with skipping

	Q14
	FT
	9
	WMV9
	320 target, variable
	12.5, 8.33, 5 variable
	0
	potential pausing with skipping

	Q14
	FT
	10
	WMV9
	320 target, variable
	12.5, 8.33, 5 variable
	0
	variable frame-rates

	Q14
	FT
	11
	WMV9
	320 target, variable
	12.5, 8.33, 5 variable
	0
	variable frame-rates

	Q14
	FT
	12
	WMV9
	320 target, variable
	12.5, 8.33, 5 variable
	0
	variable frame-rates

	Q14
	FT
	13
	WMV9
	320 target, variable
	12.5, 8.33, 5 variable
	0
	variable frame-rate; pausing with skipping

	Q14
	FT
	14
	WMV9
	320 target, variable
	12.5, 8.33, 5 variable
	0
	variable frame-rate; pausing with skipping

	Q14
	FT
	15
	WMV9
	320 target, variable
	12.5, 8.33, 5 variable
	0
	variable frame-rate; pausing with skipping

	Q14
	FT
	16
	WMV9
	320 target, variable
	12.5, 8.33, 5 variable
	0
	variable frame-rates
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* Trademarks and tradenames indicated by "*" are the trademarks and tradenames of their respective holders.
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�  Using the difference scores did not provide any practical advantage in fitting objective metrics to the subjective data, see p. 14.


� The only subject’s data that was deleted from the Verizon sample was from a person aged 84.


�  Some other variables used were deblocking (FUB), resolution differences within an overall resolution category (NTIA), and “pausing with skipping” (France Telecom).  See Appendix C.


� In the case of tests Q10 and Q14, both bit rate and frame rate were variable, therefore difficult to specify, and other unspecified “spatiotemporal impairments” were reported, so we ignored these data sets entirely.
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