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Thank-you for your liaison.  I am answering as Rapporteur of Q14/9 as I did not have a Rapporteur meeting where this liaison was discussed. So this reply does not represent a Q14/9 consensus view. We will discuss your liaison at the next SG9 meeting and we will be able to provide more information at that time.

Note that since I work for NTIA/ITS (Proponent D below), which is a proponent of objective methods that might be of use to VCEG and Q6/16, I will have more knowledge of our models than of the others I will report on. The NTIA/ITS methods are “reduced reference” methods although they have been found to be as good or superior to the other methods (all “full-reference”) found in J.144 (2004) and BT.1683. 
Note also that I will not include the non-normative models documented in J.144 (2004) since they were validated on the VQEG Phase I test only (2000).  None of the models in Phase I was statistically better than PSNR.  All of the models listed below have been shown to be better than PSNR.
Proponent Models will be designated with letters:
J.144 (2004) and BT.1683 Models (525 and 625 interlaced SDTV):

A: British Telecom 

B: Yonsei/SKT/RRL 

C: CPqD

D: NTIA

J.246 (2008) Models

E: Yonsei University Reduced Reference Models (VGA, CIF, QCIF; 25 and 30 fps progressive)

J.247 (2008) Models (25 and 30 fps progressive) 
F: NTT VGA

G: OPTICOM VGA

H: Psytechnics VGA

I: Yonsei VGA

J: NTT CIF

K: OPTICOM CIF

L: Psytechnics CIF

M: Yonsei CIF

N: NTT QCIF

O: OPTICOM QCIF

P: Psytechnics QCIF

Q: Yonsei QCIF

See the attached Appendix for contact information for these proponents.

I will try to answer each of your questions in turn:

1) Complete documentation of the metric technique.

Models were required to submit complete documentation to be included in the ITU Recommendations. [A, B, C, D, E, F, G, H, I, J, K, L]

2) Validation of effectiveness for measurement of visual impairments caused by typical video compression (and data loss concealment) technology.
All of the models were validated on compression conditions.  Data loss concealment was not specifically addressed in the validation tests. [A, B, C, D, E, F, G, H, I, J, K, L]

3) Software availability in source code form to enable close study (preferably in C and preferably in a form allowing direct inclusion into collaboratively-developed publicly-available example video coding software source code packages).

This information is not available to me.  Each proponent has signed the ITU patent declaration and will license their technology under non-exclusive and reasonable terms. [Proponent D meets this criterion; other proponents will need to be contacted]

4) Processing complexity that is not prohibitive in terms of obtaining research results on relatively short video test sequences in a reasonable amount of time – e.g., not more than 15 seconds per 1920x1080 frame (preferably substantially less).
This criterion was not part of VQEG’s validation tests.  Since we were validating algorithms and not the efficient implementation of the algorithms we did not record that information. I feel that any of the algorithms would satisfy this requirement if the calibration requirements were small (e.g. 1 frame, 10 pixels, 10 lines)
.  
[Proponent D meets this criterion; other proponents will need to be contacted]

5) Free (or at least low cost) usage rights for standardization activity and research and product development purposes (including full rights to publish and otherwise use the results and to conduct and use such work in for-profit corporate R&D environments as well as in universities and similar environments).

[Proponent D meets this criterion; other proponents will need to be contacted]

6) Lack of problematic licensing restrictions, complex legalese, formal signature requirements, or other such issues that could make it difficult for our participants to obtain approval from their employers to use the software.

[Proponent D meets this criterion; other proponents will need to be contacted]

All of the models listed are better-performing metrics and should be considered for your needs.  The official, approved validation results are available in the VQEG final reports of FRTV Phase II (http://www.its.bldrdoc.gov/vqeg/projects/frtv_phaseII/downloads/VQEGII_Final_Report.pdf ) and Multimedia Phase I ftp://vqeg.its.bldrdoc.gov/Documents/Projects/multimedia/MM_Final_Report/VQEG_Multimedia_PhaseI_Final_Report.zip .
Regarding the resolutions, none of the models above have been validated by VQEG on HDTV.  The HDTV test is in progress and the test plan should be finalized in the coming few months. This first HDTV test will probably be limited to secondary distribution and consumer applications.  Note also that VQEG’s RRNR-TV validation test will be finished in November, 2008 and it may have additional models that would be of interest. VQEG’s RRNR-TV test is limited to reduced reference models for SDTV.
I recommend contacting the proponents for information on the extensibility of their algorithms to HDTV and any informal tests that may have been conducted using their algorithms.
Please let me know if you any need additional information.  I will have more information for Q6/16 after your liaison is discussed by Q14/9.
Appendix
(Contact Information for Proponents)
British Telecommunications plc (UK)

David Hands (david.2.hands@bt.com )
Yonsei University / SK Telecom / Radio Research Laboratory (Republic of Korea)

Chulhee Lee (chulhee@yonsei.ac.kr )
CPqD (Brazil)

Fernando Ituo Higashie (ituo@cpqd.com.br )

Andrezza de Almeida Gusmao (andrezza@cpqd.com.br ) 
NTIA/ITS (USA)

Steve Wolf (steve@its.bldrdoc.gov) 

Margaret Pinson (Margaret@its.bldrdoc.gov )

Yonsei University (Republic of Korea)

Chulhee Lee (chulhee@yonsei.ac.kr )

NTT (Japan)

Akira Takahashi (takahashi.akira@lab.ntt.co.jp )

Jun Okamoto (okamoto.jun@lab.ntt.co.jp) 

OPTICOM (Germany)

Christian Schmidmer (cs@opticom.de )
Psytechnics (UK)

Paul Barrett (paul.barrett@psytechnics.com )
Quan Huynh-Thu (quan.huynh-thu@psytechnics.com )
� Calibration is potentially a consideration for all of the models above.  Calibration can add substantially to a model’s processing time. This time depends upon the expected range of decalibration of the video streams in terms of temporal (frames) or spatial (pixels, lines). 





