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SG12 has been working on the standardization of bit-stream-layer objective quality assessment models. During our meeting in March 2009, it was introduced that two operational modes of P.NBAMS had been discussed in VQEG where Mode 1 does not allow models to locally decode the bit-stream information, while Mode 2 allows such decoding to obtain pixel-based video data.

However, we viewed that the concept of Mode 2 overlaps with that of Hybrid No-reference mode in J.bitvqm that has been studied under SG9. Therefore, to harmonize our work between two Study Groups, it is very welcome to have VQEG’s and SG9’s view on how to coordinate the work on the Bitstream mode 2 model. If desired, we will of course be happy to have these modes standardized as part of our work in Q14/12. 

We would like to ask SG9 colleagues for your comments or proposals on this issue.
VQEG is asking for SG12’s opinion about the input to the bitstream and parametric models.

There are different classes of error resilience methods, which may be applied at the different layers, for example:

1. Forward Error Correction (FEC)

2. Retransmission in the case of loss

3. Decoder based packet loss concealments

For the error resilience cases 1 and 2 above, Q14/12 has decided to collaborate with Q17/12, to ideally find a solution that converts measurements carried out in a network with FEC or retransmissions, to the corresponding measurements values that would be obtained in an end-point. For the operational mode where models like P.NBAMS (bitstream) and P.NAMS is implemented inside the end-point, the model can directly use the trace information after FEC or retransmissions. 
Similar considerations apply to jitter buffer behaviour. Corresponding emulations are planned to be used to translate measurements done in the network into information that corresponds to measurements carried out behind the actual jitter buffer. 

For number 3 above it was discussed how models should handle this. The preliminary approach is that the model algorithms provide two or more outputs, for two or more types of assumed packet loss concealment techniques (e.g. freezing or slicing). The appropriate output is chosen based on prior knowledge of the decoder behaviour for the considered application. 
For your information, the draft Terms of Reference of P.NBAMS is attached to this document.

Annex
Draft Terms of Reference of P.NBAMS

1. Scope
The ultimate goal of the P.NBAMS project is to provide a model for multimedia quality assessment. However, we need to decide if we should focus on a video quality model first.
2.1
Operational mode
P.NBAMS has two operational modes. The details of each mode are shown below.
(1)  P.NBAMS mode 1
Figure 1 shows P.NBAMS mode 1. The input to this mode is a PCAP file of IP video streaming data. 
**Should input video streaming data be an unmodified bitstream (e.g., before forward error correction or retransmission) or a modified bitstream (e.g., after forward error correction or retransmission)?
**Should error concealment methods be considered by input information? Maintaining a model coefficient database for the adjustment of different error concealments is also a solution.
Next, packet headers (e.g. IP, UDP, RTP, TS, and ES) and payload bitstream information are extracted by demultiplexing IP video streaming data. After that, payload bitstream information is parsed into video coding information such as DCT coefficients and motion vectors. P.NBAMS mode 1 is used to estimate video, audio, and multimedia quality by using packet headers and parsed payload bitstream information. This mode cannot access decoded pixel data.
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Figure 1 - P.NBAMS mode 1
(2) P.NBAMS mode 2
Figure 2 shows P.NBAMS mode 2.
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Figure 2 - P.NBAMS mode 2
Almost all functions of P.NBAMS mode 2 is the same as those of mode 1. The feature of P.NBAMS mode 2 is to have access to partially decoded pixel data as long as the complexity requirements are met.
2.2
Service
IPTV (i.e., video delivery services over managed IP networks)
Video delivery services over best-effort IP networks
The above services include mobile services.
Exclude non-IP services such as typical broadcasting services?
Should both streaming and downloading services be considered?
2.3
Video resolution
HDTV, SDTV, QVGA, and QCIF
Different models for different resolutions.
2.4
Video codec
MPEG2, MPEG4, H.264 (high, main, and baseline profile)
Different models for different codecs.
Bit-rate range:
QCIF: 16 kbps to 320 kbps 

QVGA: 64 kbps to 704 kbps 

SDTV: 128 kbps to 6 Mbps

HDTV: 1 Mbps to 30 Mbps

Frame-rate range:
QCIF: 30, 25, 15, 12.5, 10, 8, 5, 2.5 fps
QVGA: 30, 25, 15, 12.5, 10, 8, 5 fps
SDTV: 30, 29.97, 25 fps (Interlace processing should be considered)
HDTV: 30, 29.97, 25 fps (Interlace processing should be considered)
2.5
Protocol stack
SDTV and HDTV: IP/UDP/RTP/TS/ES
QCIF and QVGA: (TBD)

2.6
Network degradation
Network loss, delay, and jitter should be considered. The conditions of these degradations should be decided according to real network equipment.

2. Application scenario
In-service quality monitoring is the most typical application of P.NBAMS.
This subsection should give a general overview of how the model(s) should be applied. We need more information about what “in-service quality monitoring” is and how the model(s) is used.
3.1
End-user quality monitoring
3.1.1
Monitoring in terminals (e.g., STB)
P.NBAMS is embedded in edge devices (user terminals) in this scenario. The implementation of quality estimation in this scenario is shown in Figure 3. The input of an edge device is IP video streaming data, and the outputs are video, audio, and multimedia qualities in addition to audiovisual programs. In this scenario, the model does not require any information, i.e., FEC, DRM, and PLC information from external devices because the edge device inherently knows those information. 

**P.NBAMS mode 2 seems to be similar to the VQEG hybrid NR model in this scenario. We have to clarify the difference between these models.
**Should we consider the behaviour of jitter buffer? In mobile applications, considering this behaviour is very important. On the other hand, the edge devices of SD & HD applications have enough jitter buffers in general. 
3.1.2
Monitoring using independent devices
In some cases, an edge device and a quality-estimation function should be separated because of various reasons such as the limitation of the computational load of an edge device. Therefore, P.NBAMS is implemented in an independent quality-estimation device in this scenario. The flow of quality estimation in this scenario is shown in Figure 4. The primary input of an edge device is IP video streaming data and the outputs are video, audio, and multimedia qualities. In this scenario, the quality-estimation devices require additional input information for FEC decoding, DRM decryption, and PLC information because these devices have to obtain raw parsed bitstream and pixel information on their own.  
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Figure 3 - Scenario of monitoring in terminals
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Figure 4 - Scenario of monitoring using independent devices
3.2
Network-midpoint quality monitoring
TBD
3.3
(What else?)
3. Requirements
	Parameter
	
	Requirement
	Objective
	Remark

	Accuracy
	Condition-based analysis *1
	Cor. >= 0.90
	Cor. >= 0.95
RMSE < 0.2
OR < 0.3
	*3

	
	Sample-based analysis *2
	Cor. >= 0.85
	Cor. >= 0.9
RMSE < 0.4
OR < 0.5
	*3

	Complexity
	TBD
	TBD
	TBD
	

	
	
	
	
	

	
	
	
	
	


Open issues:
(1) Same requirements/objectives for all resolutions and codecs?
(2) What are the metrics for specifying the complexity?
NOTE:
*1
A “condition-based analysis” means that all the evaluation scores for the same coding/transmission-error condition are averaged over different source videos.
*2
A “sample-based analysis” means that an individual evaluation score for each combination of coding/transmission-error condition and source video is treated separately when the accuracy of the models is analyzed.
*3
The calculation procedures of the Cor., RMSE, and OR can be found in ITU-T Recommendation J.247 Appendix 2. Each metric should be averaged over different experiments.
_________________
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