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 New draft Recommendation ITU-T J.343
Hybrid perceptual/bitstream models for objective video quality measurements

Summary

This Draft New Recommendation specifies objective video quality measurement methods which use bitstream data in addition to processed video sequences. From bitstream data, the models can obtain additional information on the codec type, bit rate, frame rate, some transmission errors, and spatial/temporal shifts. Consequently, such models may provide improved performance compared to objective video quality models which use only processed video sequences.
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Introduction

Generally video quality estimation models are, depending upon the required input signals, categorized as no reference (NR), reduced reference (RR) and full reference (FR) models. NR models are provided with the processed video sequences only. RR models require that features extracted from the reference video sequences and the processed video sequences are provided. For FR models, the unimpaired reference and the processed video sequences must be provided. 
In addition, the models described in this Recommendation need access to the received bitstream data from which the model can obtain information on transmission errors (e.g., delay, packet loss), codec (e.g., type, bit-rates, frame rates, codec parameters), etc. 
Consequently, the models described in here are categorized as hybrid models (Hybrid-NR, Hybrid-RR, Hybrid-FR).
1
Scope
This Recommendation describes recommended objective models for non-intrusive monitoring of the video quality of IP-based video services based on the decoded video frames and packet-header.  Some types of models also utilize the reference video or bitstream information. This Recommendation addresses six application areas: 

· [ITU-T J.343.1] specifies Hybrid-NRe models 

· [ITU-T J.343.2] specifies Hybrid-NR models

· [ITU-T J.343.3] specifies Hybrid-RRe models 

· [ITU-T J.343.4] specifies Hybrid-RR models

· [ITU-T J.343.5] specifies Hybrid-FRe models 

· [ITU-T J.343.6] specifies Hybrid-FR models

[ITU-T J.343.1] includes two models, [ITU-T J.343.2] includes one model, [ITU-T J.343.3] includes one model that operates at multiple side channel bandwidths to transmit the reduced reference information, [ITU-T J.343.4] includes one model that operates at multiple side channel bandwidths to transmit the reduced reference information, [ITU-T J.343.5] includes two models and [ITU-T J.343.6] includes two models.

All of these models predict video quality in terms of MOS, for example on a five-level ACR scale (see [ITU-T P.910] or [ITU-T P.913]).

1.1
Applications
This Recommendation describes models that estimate perceptual video quality. The applications for the estimation models described in this Recommendation include but are not limited to:

1)
real-time, in-service quality monitoring at the source;

2)
remote destination quality monitoring;

3)
quality measurement of transmission systems that utilize video compression and decompression techniques, including concatenations of such techniques.

More information about applications can be found in the individual documents that address these six application areas.

2
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3.1
Terms defined elsewhere

[Edtors Note: Add the definition for “reference video” here] 
3.2
Terms defined in this Recommendation

This Recommendation defines the following terms:

3.2.1
Hybrid Full Reference Model: An objective video quality model that predicts subjective quality using the reference video, the decoded video frames, packet headers, and the video payload. Such models cannot analyze encrypted video. 

3.2.2
Hybrid Full Reference Encrypted Model: An objective video quality model that predicts subjective quality using the reference video, the decoded video frames, and packet headers. Such models are suitable for use with encrypted video. 

3.2.3
Hybrid No Reference Model: An objective video quality model that predicts subjective quality using the decoded video frames, packet headers, and video payload. Such models can be deployed in-service but cannot analyze encrypted video. 

3.2.4
Hybrid No Reference Encrypted Model: An objective video quality model that predicts subjective quality using the decoded video frames and packet headers. Such models can be deployed in-service and are suitable for use with encrypted video:

3.2.5
Hybrid Reduced Reference Model: An objective video quality model that predicts subjective quality using the decoded video frames, packet headers, video payload and features extracted from the reference video. Such models can be deployed in-service but cannot analyze encrypted video. 

3.2.6
Hybrid Reduced Reference Encrypted Model: An objective video quality model that predicts subjective quality using the decoded video frames, packet headers, and features extracted from the reference video. These models can be deployed in-service and are suitable for use with encrypted video. 

4
Abbreviations and acronyms
This Recommendation uses the following abbreviations and acronyms:
CODEC
COder-DECoder

FR
Full Reference

Hybrid-FR
Hybrid Full Reference Model 

Hybrid-FRe
Hybrid Full Reference Encrypted Model 

Hybrid-NR
Hybrid No Reference Model 

Hybrid-NRe
Hybrid No Reference Encrypted Model

Hybrid-RR
Hybrid Reduced Reference Model 

Hybrid-RRe
Hybrid Reduced Reference Encrypted Model

MOS
Mean Opinion Score

MPEG
Moving Picture Experts Group

NR
No (or Zero) Reference)
PVS
Processed Video Sequence
RR
Reduced Reference

SRC
Source Reference Channel or Circuit

VQEG
Video Quality Experts Group
5
Description of hybrid perceptual / bitstream model types
This Recommendation specifies objective video quality measurement methods which use both processed video sequences and bitstream data. The bitstream data may be provided in the forms of elementary bitstream (ES), packetized elementary bitstream (PES) or packet video (Figure 1). Table 1 shows required inputs for each model.
Table 1. Required inputs.
	Model Type
	Model Name
	Required Inputs

	Hybrid NRe
	RST-V-model
YHyNRe 
	PVS
Encrypted bitstream

	Hybrid NR
	YHyNR
	PVS

Non-encrypted bitstream

	Hybrid RRe
	YHyRRe
	PVS

Features extracted from SRC

Encrypted bitstream

	Hybrid RR
	YHyRR
	PVS

Features extracted from SRC

Non-encrypted bitstream

	Hybrid FRe
	PEVQ-S (e) 
YHyFRe
	PVS

SRC

Encrypted bitstream

	Hybrid FR
	PEVQ-S
YHyFR
	PVS

SRC

Non-encrypted bitstream


Hybrid-NR and Hybrid-NRe models use only PVS and bitstream data, as shown in Figure 1 and Figure 2. Where Hybrid-NR models have access to all of this data, Hybrid-NRe models do not have access to the video payload. Therefore, these models can be used with encrypted bitstreams. 
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Figure 1. Block-diagram depicts the core concept of hybrid perceptual/bitstream models.
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Figure 2. Block-diagram of the Hybrid-NR model. MOSp: predicted MOS by the model.
In addition to the data available to a Hybrid-NR model, Hybrid-RR and Hybrid-RRe models also use features extracted from source video sequences. Figure 3 shows a Hybrid-RR model. In addition to the bitstream data, the Hybrid-RR model uses the features extracted from the SRC. Where Hybrid-RR models have access to all of this data, Hybrid-RRe models do not have access to the video payload. Therefore, these models can be used with encrypted bitstreams.
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Figure 3. Block-diagram depicts the Hybrid-RR model. DMOSp: predicted DMOS by the model.

In addition to the data available to a Hybrid-NR model, the Hybrid-FR and Hybrid-FRe models also use reference video sequences. Figure 4 shows a Hybrid-FR model. The Hybrid-FR and Hybrid-FRe models needs the source video sequence (SRC). Where Hybrid-FR models have access to all of this data, Hybrid-FRe models do not have access to the video payload. Therefore, these models can be used with encrypted bitstreams.
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Figure 4. Block-diagram depicts the Hybrid-FR model.
Annex A

Summary of VQEG Validation of Hybrid Models

(This annex forms an integral part of this Recommendation.)

Note: this text is taken from [b-VQEG Hybrid].
Note that the RST-V-model is referred to as “TVM-Hybrid Encrypted” within [b-VQEG Hybrid].
[Editor’s note: insert summary from VQEG Final Report liaison seen in TD 502. This requires access to the MS-Word document used to create that PDF file, which was not included in the liaison.]
[Editor’s note: exclude models not present in this series of Recommendations, excepting only the reference PSNR (J.340). Note the name change of one model within the document, and add that as a warning at the beginning of this section.]
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