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Abstract
The Terms of Reference for the P.obj-recog model is specified in this document. 

Scope
P.obj-recog provides an object-recognition-ratio estimation model to check whether the observer of the monitoring center can achieve object recognition by using the surveillance video.	Comment by Masanori Koike（小池正憲）:  I suggest adding a better explanation of the motivation why all this is done. Since there's been a discussion about this, I'm sure this question will keep coming back.	Comment by Masanori Koike（小池正憲）: In the PPT slide, we mentioned a lot. Some important parts will mainly be added

To ensure the safety of autonomous driving, objects that interfere with driving need to be automatically recognized. To do that, an object-recognition system is needed to support actions of autonomous driving, such as autonomous braking and passing. In general, object recognition is performed automatically in autonomous driving systems using cameras mounted on an autonomous car. Under certain conditions, such as on a highway, autonomous driving systems work well without any human support. On the other hand, current autonomous driving systems are challenging to use on local streets because there are various objects, such as traffic signs or pedestrians. 	Comment by Masanori Koike（小池正憲）: Perhaps it is possible to propose that the Recommendation use the phrase "remote" instead of "autonomous" - since de facto vehicles are not supposed to move autonomously, but only to be remotely controlled by a human.	Comment by Masanori Koike（小池正憲）: Basically, a car is driven autonomously. However, if something occurs, human supports this driving. So, 50% autonomous and 50% remote assistance. We should carefully mention about this point in the texts.
To use the current autonomous driving systems on local streets, a remote monitoring system has also been studied in which an observer at a monitoring center recognizes objects and brakes remotely. In some countries, object recognition is needed for autonomous driving to ensure safety. In Germany, legislation on autonomous driving has been developed, indicating that remote monitoring is necessary [1]. Japan revised its road traffic law, allowing unattended autonomous vehicles to operate under remote supervision on specific routes in depopulated areas [2]. In France, the transport law was revised to specify means for monitoring the safety of the unattended autonomous driving systems [3]. Moreover, remote autonomous driving of transportation vehicles (e.g., bus and taxi) requires interior vehicle monitoring to watch for a passenger behaving suspiciously or falling over.
The primary application for P.obj-recog is the monitoring in which a surveillance video with a high object-recognition ratio is always being provided to a monitoring center. To do that, an object-recognition-ratio estimation model needs to be developed to estimate the object-recognition ratio of surveillance video at the remote monitoring center. The output of P.obj-recog model is the object recognition ratio (from 0 to 100 %) for a target distance assuming that the object is located away from a surveillance camera. Considering the purpose of the monitoring, the target distance is the distance at which the autonomous car can be stopped short of the object after detection. Note that even when there is no object in the surveillance video, remote monitoring providers want to know whether a surveillance video with a high object-recognition ratio is always provided.	Comment by Masanori Koike（小池正憲）: Johnson criteria. Starting point to understand classification type. Note object exists vs recognize object. 
	Comment by Masanori Koike（小池正憲）: We will define the classification type. To avoid the accidents of autonomous driving, to confirm that object exits is important.	Comment by Masanori Koike（小池正憲）: Scope, add limitation: camera problems omitted (e.g., dirt on lens, lens flare)
	Comment by Masanori Koike（小池正憲）: We will add the limitation of camera problems. 	Comment by Masanori Koike（小池正憲）: Scope. Add video quality for remote driving and teleoperation.
	Comment by Masanori Koike（小池正憲）: We will add that good video quality for remote driving and teleoperation is needed.

General application area
The application area for P.obj-recog is: 
· A remote monitoring system with a remote monitoring center in which surveillance video in an autonomous car is encoded and transmitted via radio access networks. Note that an autonomous car includes one or more surveillance cameras and transmits the surveillance video.	Comment by Masanori Koike（小池正憲）: This is UDP streaming, to maintain low latency, so that is why packet losses are important - OK, but if there are doubts, maybe an explanation could be added to the document.	Comment by Masanori Koike（小池正憲）: UDP-based streaming is most popular at this point, so we should use it first. In the future, some low-latency protocol may be provided in TCP or QUIC. In this situation, we should take into account it.

· A remote monitoring system is based on the protocols TCP/IP, RTP/UDP/IP, UDP/IP. Note that the model is agnostic to the specific network delivery method (HTTP or DASH or other), except that it assumes reliable delivery (TCP/IP or QUIC/UDP/IP).

[bookmark: _Toc23156356]2.1 	General use case
P.obj-recog is an object-recognition-ratio estimation model for a monitoring center based on codec, network, car, and source-related parameters calculation. P.obj-recog is meant to be helpful in monitoring a surveillance video with a high object-recognition ratio for assessing the effects of quality degradation of surveillance video, network degradation, the autonomous car’s velocity, and the surrounding environment of the autonomous car. The example use case of this monitoring system is shown in Figure 1. Figure 1 shows two patterns of network quality. When the network quality is good, the surveillance video is transmitted in high quality, and the object-recognition ratio is high, which can be confirmed at the monitoring center. However, if the network quality is poor and the video quality is not good, the object-recognition ratio is low. 
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Figure 1: Use case of the monitoring system

Application range to which the model shall be applicable 	Comment by Masanori Koike（小池正憲）: Glass to Glass Latency. Add upper limit and note relationship between latency and distance driven (consumed by latency lag). H.265 could be 5 to 6 sec delay, so 100 meters at 40 kph. Include all steps (camera, encoder, network, decoder, and display)
	Comment by Masanori Koike（小池正憲）: We will add upper latency limit of all steps, and comments of relationship between latency and distance. Since 5 to 6 sec delay is long, the low latency encoding techniques for P.265 is needed.
	Application information
	Value range, unit	
	Comments

	Display size and resolution
	Screen size is larger than 14 inches and smaller than 50 inches, with device resolution equal or not much higher than 1080p. 
	In the actual operation, multiple surveillance videos from multiple autonomous cars may be displayed on one display. In this contribution, the case where one video is displayed on one display is covered.

	The number of transmitted videos
	One
	In the actual operation, multiple surveillance videos from cameras in multiple directions may be transmitted. In this contribution, the case where one video is transmitted is covered.

	Interior and exterior surveillance camera
	Exterior
	In this contribution, the surveillance video for outside is covered.

	Video size and frame rate
	Up to 1080p, 	Comment by Masanori Koike（小池正憲）: Table. Add lower limit on video resolution and frame rate
	Comment by Masanori Koike（小池正憲）: We will add lower limit on video (480p)  and framerate (30 fps)
Up to 60 fps 
	

	Video codec
	H.265: Main Profile	Comment by Masanori Koike（小池正憲）: Table. H.265 has long delays, note need for minimum encoding and decoding delays. Add which GOP structures are supported. Short GOP structure will help. 
	Comment by Masanori Koike（小池正憲）: We will note that low latency encoding of H.265 is needed for monitoring and describe minimum encoding and delays. Also, we add GOP structure.

	

	Codec video bitrate
	200 kbps – 5 Mbps
	


	Group of pictures (GoP) 
	Variable, fixed adaptive length.
	

	Packet-loss rate
	Up to 10 %	Comment by Masanori Koike（小池正憲）: Table. 10% packet loss seems much too high Maybe reduce to 1%.Specify that this is at the raw level, and not the final packet loss level. Maybe more realistic to have 0.5% packet loss in the decoder. Note or mandate packet loss strategies. Transport architecture may have its own parameters that must be tuned.
	Comment by Masanori Koike（小池正憲）: We reduce the upper packetloss rate. In the comment, we note that packet loss strategy. 
	

	Packet-loss type
	Freezing with skipping, block noise
	

	Autonomous car’s velocity
	Up to 40 km/h
	This is only to specify the range of qualities that will probably be tested in this project.

	Unit time for video and network information acquisition 
	0.1 to 10 seconds 
	






Table 1: Overview of the application range of P.obj-recog




3.1 	Modes of operation
P.obj-recog model will consist of two modes of operation for P.obj-recog, which are defined Table 2. 

[bookmark: _Hlk134624005]Table 2: P.obj-recog modes of operation
	Mode
	Input

	0
	Meta-data related to network and video.

	1
	Autonomous car’s velocity as well as input mode 0.




3.2 	Application range to be applied in the future
This technique covers cases where one video is displayed on one display and one video is transmitted. Also, this technique targets the exterior surveillance camera to monitor outside of the autonomous car. In the following technique version, the cases need to be considered where multiple surveillance videos from multiple autonomous cars may be displayed on a display and multiple surveillance videos from cameras in multiple directions are transmitted. Moreover, interior vehicle monitoring in the case of a passenger behaving suspiciously or falling over will be covered in the following version of this technique.	Comment by Masanori Koike（小池正憲）: Table. expansion for future: other codes (H.265 has longer delay but used by current market)
	Comment by Masanori Koike（小池正憲）: In this contribution, we limited to H.265 and we will expand another codec for future.


Building Blocks
The module layout of the P.obj-recog is depicted in Figure 1 below.	Comment by Masanori Koike（小池正憲）: Add parametric model factor: delay from camera auto white balance
	Comment by Masanori Koike（小池正憲）: We will add the delay for the parametric model factor. 
[image: ]
[bookmark: _Ref366687850]Figure 1: Building blocks of the P.obj-recog model	Comment by Masanori Koike（小池正憲）: Figure. Add perception factors. Viewing angle, impact of high driving speeds on the monitor, contrast sensitivity, etc.
	Comment by Masanori Koike（小池正憲）: These factors will be inputted in a-priori information, and we will add about this. 	Comment by Masanori Koike（小池正憲）: Pixels on Object. Add as another parameter, influenced by the number of pixels, field of view, and distance.
	Comment by Masanori Koike（小池正憲）: We will add the number of pixels, field of view for a-priori information.


The main factors affecting the object recognition ratio are codec-related factors, network-related factors such as packet-loss ratio and error concealment, car-related factors such as the car’s velocity, and source-related factors such as color, size, background of objects, weather, and day and night. The surveillance video differs from autonomous driving situations, and the kinds of surveillance video displayed and kinds of objects recognized are different. Therefore, P.obj-recog uses codec-related, network-related, and car-related factors as input information in the estimation and uses source-related factors as a priori information. Target distance assuming that the object is located away from a surveillance camera is also input. 


4.1	Model Inputs
The model receives the following input signal:
[bookmark: _Toc23156360]I.11: Codec-related factors
Video resolution (pels); video bitrate (kbps); video frame rate (fps) per unit time. 
[bookmark: _Toc23156361]I.12: Network-related factors
Video packet-loss ratio per unit time. 
[bookmark: _Toc23156362]I.13: Car-related factors
   Autonomous car’s velocity per unit time. Note that this factor is used only in mode 1.
[bookmark: _Toc23156364]I.14: Target distance
   Target distance assuming that the object is located away from a surveillance camera.

I.GEN: A priori information for estimation module	Comment by Masanori Koike（小池正憲）: A priori information. Add information from camera, such as delay for auto white balance.
	Comment by Masanori Koike（小池正憲）: We will add the information about camera for a priori information.
   This input is a priori information for the estimation module. This information includes the following:
· Packet-loss error concealment
· Freezing with skipping
· Block noise
· Source-related factors
· Object color 
· Object size
· Object background
· Weather
· Day and night

[bookmark: _Toc23156365]4.2	Model outputs
O.11: Output object recognition ratio
The recognition ratio varies depending on the distance from the object. Therefore, the object-recognition ratio is the probability of recognizing an object Y% of the time, assuming that the object is located X meters away from a surveillance camera. The output image of the object recognition ratio is shown in Figure 2. The output of the O.11 is object recognition ratio Y %. Recognition probability in the subjective assessment methods for the recognition task described in P.912 [4] can be applied. 
[image: ]

Figure 2: Output object recognition ratio
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