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List of Acronyms

ACR-HRR
Absolute Category Rating with hidden reference removal

ANOVA
ANalysis Of VAriance

ASCII
ANSI Standard Code for Information Interchange

CCIR
Comite Consultatif International des Radiocommunications

CODEC
Coder-Decoder

CRC
Communications Research Center (Canada)

DVB-C
Digital Video Broadcasting-Cable

FR
Full Reference

GOP
Group of Pictures

HRC
Hypothetical Reference Circuit

IRT
Institut Rundfunk Technische (Germany)

ITU
International Telecommunications Union

MM
multimedia

MOS
Mean Opinion Score

MOSp
Mean Opinion Score, predicted

MPEG
Motion Pictures Expert Group

NR
No (or Zero) Reference)

NTSC
Nat’l Television Standard Code (60 Hz TV)

PAL
(50 Hz TV)

PS
Program Segment

QAM
Quadrature Amplitude Modulation

QPSK
Quadrature Phase Shift Keying

RR
Reduced Reference

SMPTE
Society of Motion Picture and Television Engineers

SRC
Source Reference Channel or Circuit

SSCQE 
Single Stimulus Continuous Quality Evaluation

VQEG
Video Quality Experts Group

VTR
Video Tape Recorder

List of Definitions

Intended frame rate is defined as the number of video frames per second physically stored for some representation of a video sequence.  The intended frame rate may be constant or may change with time.  Two examples of constant intended frame rates are a BetacamSP tape containing 25 fps and a VQEG FR-TV Phase I compliant 625-line YUV file containing 25 fps; these both have an absolute frame rate of 25 fps.  One example of a variable absolute frame rate is a computer file containing only new frames; in this case the intended frame rate exactly matches the effective frame rate.  The content of video frames is not considered when determining intended frame rate.  

Anomalous frame repetition is defined as an event where the HRC outputs a single frame repeatedly in response to an unusual or out of the ordinary event.  Anomalous frame repetition includes but is not limited to the following types of events: an error in the transmission channel, a change in the delay through the transmission channel, limited computer resources impacting the decoder’s performance, and limited computer resources impacting the display of the video signal.  

Constant frame skipping is defined as an event where the HRC outputs frames with updated content at an effective frame rate that is fixed and less than the source frame rate.  

Effective frame rate is defined as the number of unique frames (i.e., total frames – repeated frames) per second.

Frame rate is the number of (progressive) frames displayed per second (fps).

Live Network Conditions are defined as errors imposed upon the digital video bit stream as a result of live network conditions.  Examples of error sources include packet loss due to heavy network traffic, increased delay due to transmission route changes, multi-path on a broadcast signal, and fingerprints on a DVD.  Live network conditions tend to be unpredictable and unrepeatable.

Pausing with skipping (formerly frame skipping) is defined as events where the video pauses for some period of time and then restarts with some loss of video information. In pausing with skipping, the temporal delay through the system will vary about an average system delay, sometimes increasing and sometimes decreasing.  One example of pausing with skipping is a pair of IP Videophones, where heavy network traffic causes the IP Videophone display to freeze briefly; when the IP Videophone display continues, some content has been lost.  Another example is a videoconferencing system that performs constant frame skipping or variable frame skipping.  Constant frame skipping and variable frame skipping are subset of pausing with skipping. A processed video sequence containing pausing with skipping will be approximately the same duration as the associated original video sequence.  

Pausing without skipping (formerly frame freeze) is defined as any event where the video pauses for some period of time and then restarts without losing any video information.  Hence, the temporal delay through the system must increase.  One example of pausing without skipping is a computer simultaneously downloading and playing an AVI file, where heavy network traffic causes the player to pause briefly and then continue playing.  A processed video sequence containing pausing without skipping events will always be longer in duration than the associated original video sequence.  

Refresh rate is defined as the rate at which the computer monitor is updated.  

Simulated transmission errors are defined as errors imposed upon the digital video bit stream in a highly controlled environment.  Examples include simulated packet loss rates and simulated bit errors.  Parameters used to control simulated transmission errors are well defined.

Source frame rate (SFR) is the intended frame rate of the original source video sequences.  The source frame rate is constant. For the HDTV testplan the SFR may be either 25 fps or 30 fps Possible formats for inclusion are: 1080i at 50 and 60 Hz, 720p at 50 and 60 fps, and 1080p at 50 and 60fps.

Of most interest currently:

1080i 60 Hz (30fps) Japan, US

720p 50 fps Europe

1080i 50 Hz (25 fps) Europe.

Transmission errors are defined as any error imposed on the video transmission.  Example types of errors include simulated transmission errors and live network conditions.

Variable frame skipping is defined as an event where the HRC outputs frames with updated content at an effective frame rate that changes with time.  The temporal delay through the system will increase and decrease with time, varying about an average system delay.  A processed video sequence containing variable frame skipping will be approximately the same duration as the associated original video sequence. 

1.  Introduction

This document defines the procedure for evaluating the performance of objective perceptual quality models submitted to the Video Quality Expert Group (VQEG) formed from experts of ITU-T Study Groups 9 and 12 and ITU-R Study Group 6. It is based on discussions from various meetings of the VQEG HDTV working group (HDTV). 

The goal of the HDTV group is to recommend a quality model suitable for application to digital video quality measurement in HDTV applications. HDTV in this context is defined as being of or relating to an application that creates/consumes High Definition television broadcast that is digitally transmitted over a communication channel. Common applications of HDTV that are appropriate to this study include Television broadcasting, video on demand and satellite / cable transmissions. The measurement tools recommended by the HDTV group will be used to measure quality both in laboratory conditions using a FR method and in operational conditions using RR/NR methods.

In the first stage of testing, it is proposed that video only test conditions will be employed. It should be noted that presently there is a lack of HDTV test material for use in testing. The VQEG does desire to have copyright free (or at least free for research purposes) material for testing. The capability of the group to perform adequate audio-video and multimedia testing is dependent on access to a bank of potential test sequences.

The performance of objective models will be based on the comparison of the DMOS obtained from controlled subjective tests and the DMOSp predicted by the submitted models. This testplan defines the test method or methods, selection of test material and conditions, evaluation metrics to examine the predictive performance of competing objective multimedia quality models.

The goal of the testing is to examine the performance of proposed video quality metrics across representative transmission and display conditions. To this end, the tests will enable assessment of models for cable/satellite/terrestrial transmissions and broadband communications services. The Recommendation(s)  resulting from the VQEG MM testing will be deemed appropriate for services delivered on computer desktop monitors and high definition display television technologies. 

It is expected that subjective tests will be performed separately for different HDTV formats. The performance of submitted models will be evaluated for each type of display condition. 

The objective models will be tested using a set of digital video sequences selected by the VQEG HDTV group. The test sequences will be processed through a number of hypothetical reference circuits (HRC’s). The quality predictions of the submitted models will be compared with subjective ratings from human viewers for the test sequences as defined by this test plan.

It is also proposed that a test of currently standardized standard definition models be tested for their extensibility to High Definition TV. Detailed requirements and approach of this test is documented in section XXX.
A final report will be produced after the analysis of test results.

2.  Subjective Evaluation Procedure

2.1. The DSCQS Method

This section describes the test method according to which the VQEG HDTV subjective tests will be performed.  We will use the DSCQS method [ITU-R Rec. BT.500-11].  
2.1.1. General description

The selected test methodology is the Double-Stimulus Continuous Quality Scale (DSCQS) method. This choice has been selected due to the fact that DSCQS provides a reliable and standardized method (ITU-R Rec. 500-11, ITU-T P.910) that allows a large number of test conditions to be assessed in any single test session.
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In the DSCQS test method, each test condition is presented twice for subjective assessment. The test presentation order is randomized according to standard procedures (e.g. Latin or Graeco-Latin square)..  Subjective ratings are reported on the 100 point scale:
2.1.2. Application Across Different Video Formats and Displays

The proposed HDTV test will examine the performance of objective perceptual quality models for different video formats (720p, 1080i and 1080p). Section 2.1.3 defines format and display types in detail.  Video applications targeted in this test include internet video on demand, HDTV broadcasts, etc.
The instructions given to subjects will request subjects to maintain a specified viewing distance from the display device. The viewing distance has been agreed was 1 minute of arc for each resolution:

· 720p: 
4H.
· 1080i:
3H.

· 1080p:
3H
H=Picture Heights (picture is defined as the size of the video window)

2.1.3. Display Specification and Set-up

Given that the subjective tests will use different HD display technologies, it is necessary to ensure that each test laboratory selects appropriate display specification and common set-up techniques are employed. Due to the fact that most consumer grade displays employ some kind of display processing that will be difficult to account for in the models, all subjective facilities doing testing for HD TV shall use a transparent (XXX tbd) 
display.
The playback mechanism used in the subjective testing should at a minimum be at a quality equivalent to the following playback HW :

1. Matrox

2. Bluefish

3. AJA

4. Decklink Blackmagic

5. DVS

6. Doremi

7. DVC

8. Sony HDCAM-SR VTRs

XXX : Need specific model numbers.
2.1.4. Subjects
Each test will require at least 24 subjects. It is recommended that as many subjects as possible participate in each test in order to improve the statistical power of the resulting data. It is preferred that each subject be given a different randomized order of video sequences where possible. Otherwise, the viewers will be assigned to sub-groups, which will see the test sessions in different randomised orders. 
The HDTV subjective testing will be conducted using viewing tapes or the equivalent.  At least two different randomized presentations of clips (A & B) will be created for each test.  If multiple test sessions are conducted (e.g., A1 and A2), then subjects will view the tapes in different orderings (e.g., A1-A2, A2-A1).  Each lab should have approximately equal numbers of subjects at each randomized presentation and each ordering.

Video sequences may be presented from a hard disk through a computer instead of video tapes, provided that (1) playback mechanism is guaranteed to play at frame rate without dropping frames, (2) playback mechanism does not impose more distortion than the proposed video tapes (e.g., compression artifacts), and (3) monitor criteria are respected..   

Only non-expert viewers will participate. The term non-expert is used in the sense that the viewers’ work does not involve video picture quality and they are not experienced assessors. They must not have participated in a subjective quality test over a period of six months. All viewers will be screened prior to participation for the following:

· normal (20/20) visual acuity with or without corrective glasses (per Snellen test or equivalent).  

· normal colour vision (per Ishihara test or equivalent).

· familiarity with the language sufficient to comprehend instruction and to provide valid responses using semantic judgment terms expressed in that language.

2.1.5. Viewing Conditions

Each test session will involve only one subject assessing the test material. Subjects will be seated directly in line with the centre of the video display at the specified viewing distance. The test cabinet will conform to ITU-T Rec. P.910 requirements.
2.1.6. Test data collection

The collection and organization of the data files containing the votes will be under the direct responsibility of the ILG Chair.

2.2. Data Format

2.2.1. Results Data Format

The following format is designed to facilitate data analysis of the subjective data results file.

The subjective data will be stored in a Microsoft Excel spreadsheet containing the following columns in the following order:  lab, test, type, subject #, month, day, year, session, resolution, rate, age, gender, order, scene, HRC, DSCQS Score.  Missing data values will be indicated by the value -9999 to facilitate global search and replace of missing values.  Each Excel spreadsheet cell will contain either a number or a name.  All names (e.g., test, lab, scene, hrc) must be ASCI strings containing no white space (e.g., space, tab) and no capital letters.  Where exact text strings are to be used, the text strings will be identified below in single quotes (e.g., ‘original’).  Only data from valid viewers (i.e., viewers who pass the visual acuity and color tests) will be forwarded to the ILG and other proponents.

Below are definitions for the Excel spreadsheet columns:

Lab:  
Name of laboratory’s organization (e.g., CRC, Intel, NTIA, NTT, etc.).  This abbreviation must be a single word with no white space (e.g., space, tab).

Test:  
Name of the test.  Each test must have a unique name.

Type:  
Name of the test category.  [Editor’s note: exact text strings will be specified after individual test categories have been finalized.] 

Subject #:  
Integer indicating the subject number.  Each laboratory will start numbering viewers at a different point, to ensure that all viewers receive unique numbering.  Starting points will be separated by 1000 (e.g., lab1 starts numbering at 1000, lab2 starts numbering at 2000, etc).  Subjects’ names will not be collected or recorded.

Month:
Integer indicating month [1..12]

Day:
Integer indicating day [1..31]

Year:
Integer indicating year [2004..2006]

Session:
Integer indicating viewing session

Resolution:  
One of the following three strings:  ‘720p’, ‘1080i’ or ‘1080p’.

Rate: 
A number indicating the frames per second (fps) of the original video sequence.

Age:
Integer number that indicates the subject’s age.

Gender:
‘f’ for female, ‘m’ for male
Order: 
An integer indicating the order in which the subject viewed the video sequences [or trial number, if scenes are ordered randomly].

Scene:
Name of the scene.  All scenes from all tests must have unique names.  If a single scene is used in multiple tests (i.e., digitally identical files), then the same scene name must be used. Names shall be eight characters or fewer.

HRC: 
Name of the HRC.  For reference video sequences, the exact text ‘reference’ must be used.  All processed HRCs from all tests must have unique names.  If a single HRC is used in multiple tests, then the same HRC name must be used.  HRC names shall be eight characters or fewer.

DSCQS Score:  
Integer indicating the subject’s DSCQS score (1, 2, 3, 4, or 5). 

2.2.2. Screening of Subjects

Different subjective experiments 
will be conducted by several test laboratories. Exactly 24 valid viewers per experiment will be used for data analysis. A valid viewer means a viewer whose ratings are accepted after post-experiment results screening. Post-experiment results screening is necessary to discard viewers who are suspected to have voted randomly. The rejection criteria verify the level of consistency of the scores of one viewer according to the mean score of all observers over the entire experiment. The method for post-experiment results screening is described in Annex VI. Only scores from valid viewers will be reported . 

The following procedure is suggested to obtain ratings for 24 valid observers: 

1.
Conduct the experiment with 24 viewers

2.
Apply post-experiment screening to eventually discard viewers who are suspected to have voted randomly

3.
If n viewers are rejected, run n additional subjects.

4.
Go back to step 2 and step 3 until valid results for 24 viewers are obtained.

Method for Post-Experiment Screening of Subjects

The rejection criterion verifies the level of consistency of the raw scores of one viewer according to the corresponding average raw scores over all viewers. Decision is made using correlation coefficient. Analysis per PVS and per HRC is performed for decision.

Linear Pearson correlation coefficient per PVS for one viewer vs. all viewers:
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Where 

xi = MOS of all viewers per PVS

yi = 
individual score of one viewer for the corresponding PVS

n = 
number of PVSs

i = PVS index.

Linear Pearson correlation coefficient per HRC for one viewer vs. all viewers:
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Where

xi = condition MOS of all viewers per HRC, i.e. condition MOS is the average value across all PVSs from the same HRC 

yi = individual condition MOS of one viewer for the corresponding HRC

n = 
number of HRCs

i = HRC index

Rejection criteria

1.
Calculate r1 and r2 for each viewer

2.
Exclude a viewer if (r1<0.75 AND r2 <0.8) for that subject

Note: The reason for using analysis per HRC (r2) is that a subject can have an individual content preference that is different from other viewers, making r1 to decrease, although this subject may have voted consistently. Analysis per HRC averages out individual’s content preference and check consistency across error conditions. 

xi = mean score of all observers for the PVS

yi = individual score of one observer for the corresponding PVS

n = 
number of PVSs

i = 
PVS index

R(xi or yi) 
is the ranking order


Final rejection criteria for discarding an observer of a test

The Spearman rank and Pearson correlations are carried out to discard observer(s) according to the following conditions:ANNEX VII

2.2.3. 



3. Test Laboratories and Schedule

Given the scope of the HDTV testing, it is proposed that both independent test laboratories and proponent laboratories will be given subjective test responsibilities. The ILG will oversee the testing to ensure that all laboratories conform to the requirements set out in this testplan.

3.1. ILG

The independent test group is composed of FUB (Italy), CRC (Canada), IRCCyN, Acreo, Intel  and Verizon (USA). 
3.2. Proponent Laboratories

A number of proponents also have significant expertise in and facilities for subjective quality testing. Proponents indicating a tentative willingness to participate as test laboratories are NTIA, KDDI and BT. Critically, proponent testing must be free from charges of advantage to one their model or disadvantage to competing models.

3.3. Test schedule

1. Approval of test plan (XXX)

2. Declaration of intent to participate and the number of models to submit (step 1 + 1 month)

3. Fee payment if applicable (Step 1 + 2 month)

4. A Source video sequences (e.g., 12-second AVI files containing VGA, CIF or QCIF) are collected & sent to point of contact. (Step 1 + 2.5 month)

5. All SRC video will be sent to the requesting organization, except for the secret SRC. The requesting organization have to pay for the cost.

6. When all proponents have acknowledged to the reflector that they have received all SRC material, there will be a 3 month period until the submission of models. Secret content should be sent to the ILG directly. Proponents are not allowed to provide secret content. (Step 1 + 3 month)

7. VQEG compiles a list of HRCs that are of interest the HDTV test. Proponents will send details of proposed HRCs and indicate which ones they can create to the points of contacts and example PVSs. (Step 1 + 2.5 month)

8. Each organization that will perform subjective testing creates a proposed list of HRCs, that they plan to use in a subjective test. This list will include exactly the number of HRCs needed.  (step 1 + 4 month)

9. The proposed lists of HRCs for each experiment are examined by VQEG for problems (e.g., one organization creating too many HRCs, overlap between experiments, using NTT guidelines).  (step 1 + 5 month)

10. Proponents submit their models (executable and, only if desired, encrypted source code). Procedures for making changes after submission will be outlined in a separate document. To be approved prior to submission of models. (step 1 + 6 month)

11. VQEG will agree upon video sequences to be included in every experiment, as proposed by NTT (e.g., 5 SRC & 5 HRC, which would be 30 of 200 video sequences or 15%).  (step 10 + 0.5 month)

12. ILG select SRC sequences for each experiment & sends them only to the organization running that experiment.  ILG will send exactly the number of SRCs required. (step 10 + 0.5 month)

13. ILG creates a set of secret SRCs and secret HRCs.  The ILG inserts these into every proponents’ experiments. (step 10 + 0.5 month)

14. The organization running the experiment will generate the PVSs, using the scenes that were sent to them and send all the PVSs to a common point of contact. (step 10 + 1.5 month)

15. Proponents check the calibration and registration of the PVSs in their experiment. (step 10 + 1.5 month)

16. If a proponent testlab believes that their experiment is unbalanced in terms of qualities or have calibration problems, they may ask the ILG and the proponent group to review the selection of test material. If 2/3rd majority agrees then selection of PVSs will be amended by the ILG. An even distribution of qualities from excellent to bad is desirable. (step 10 + 1.5 month)

17. All SRCs and PVSs are distributed to all the proponents (step 10 + 2 month)

18. Proponents check calibration of all PVSs and identify potential problems. They may ask the ILG to review the selection of test material and replace if necessary. (step 10 + 2.5 month)

19. Each organization runs their test & submits results to the ILG. (step 10 + 3.5 month)

20. Proponents run their models and the ILG performs validity checks on a subset. (step 10 + 3.5 month)

21. Verification of submitted models (step 10 + 4 month)

22. ILG distribute subjective and objective data to the proponents and other ILG (step 10 + 4 month)

23. Statistical analysis (step 10 + 6 month)

24. Draft final report (step 10 + 7 month)

25. Approval of final report (step 10 + 7.5 month)

4. Sequence Processing and Data Formats

Three subjective tests will be performed. The first test will assess the subjective quality of video material presented on a simulated viewing environment. This test will deploy a variety of display technologies and present video in 720p (1280 X 720p resolution). The second test will present 1080i (1920 X 1080i resolution) video. The third test will use 1080p (1920 X 1080p resolution) video.

Note that in all subjective tests 1 pixel of video will be displayed as 1 pixel native display. No upsampling or downsampling of the video is allowed.

Hard disk drives will be used as the storage medium for tranmittal of video sequences between ILG and proponents.


4.1. 
Sequence processing overview

The test material will be selected from a common pool of video sequences. Audio will be included in source and processed video clips (SRC and PVSs) whenever possible for use in future tests.  In cases where IP is involved in the HRC, transport streams should be saved and Ethereal dumps should be captured and stored whenever possible.
4.2. Test materials

The test material will be representative of a range of content and applications. The list below identifies the type of test material that form the basis for selection of sequences.

1)
movies, movie trailers 
2)
sports, 

3)
music video, 

4)
advertisement, 

5)
animation 

6)
broadcasting news (business and current events)
7) 
home video 
8)
general TV material (e.g., documentary, sitcom, serial television show)
4.2.1. Selection of test material (SRC)

Selection of test material will be done by the ILG. Proponents will be asked to provide source material as well as SRC/HRC combinations for consideration by the ILG when selecting test conditions for the subjective tests. The test should include some agreed percentage (e.g. 20%) of new SRC/HRC combinations that are unknown to proponents. The ILG will be responsible for selection of this unknown test material.

Further guidelines on selection of and access to test material are required if proponents are to be test laboratories.
Scene Cuts

No more than one scene cut will be allowed per second of video.
Camera Specifications

XXX

4.3. Hypothetical reference circuits (HRC)

The subjective tests will be performed to investigate a range of HRC error conditions. These error conditions may include, but will not be limited to, the following:

· Compression errors (such as those introduced by varying bit-rate, codec type, frame rate and so on)

· Pre and Post-processing effects
· Transmission errors
Likely, PVSs from one experiment will be different from the other experiments. If this happens, there will be an issue in aggregating the results across experiments.
The overall selection of the HRCs will be done such that most, but not necessarily all, of the following conditions are represented:

4.3.1. Video bit-rates:

· 720p: 
2 - 20 Mbps 

· 1080i:
2 - 20 Mbps 

· 1080p:
2 - 20 Mbps
Bit rates specifications were chosen to accommodate AVC/H.264/MPEG4 part 10.  The AVC standard specifies a maximum video bit rate of 20 Mbps for main profile and high profile, level 4.  In addition, professional AVC encoders can now delivery broadcast-quality video in the neighborhood of 2 Mbits for low-complexity scenes in typical television and movie content.
4.3.2. Video Encoding Modes

The encoding modes that will be used may include, but are not limited to:

· Constant-bit-rate encoding (CBR) 
· Variable-bit-rate encoding (VBR) subject to the bit-rate constraints specified in 4.3.1” 



4.3.3. Frame Freezing and Frame Skipping 

A frame freeze is defined as any event where the video pauses for some period of time then restarts without losing any video information. The temporal delay through the system increases. Frame freezes will not be included in the current testing.

Frame skipping is defined as events where the video pauses then restarts with some loss of video information. In frame skipping, the temporal delay through the system is approximately unchanged. Anomalous frame skipping is not allowed during the first 1s or the final 1s of a video sequence. Note that where skipping is included in a test then source material containing still sections should form part of the testing.

4.3.4. Frame rates

For those codecs that only offer automatically set frame rate, this rate will be decided by the codec. Some codecs will have options to set the frame rate either automatically or manually. For those codecs that have options for manually setting the frame rate (and we choose to set it for the particular case), 24 fps will be considered the minimum frame rate. 

Manually set frame rates (new-frame refresh rate) may include: 

· 720p: 
24, 25, 50, 59.94, 60 fps

· 1080i:
24, 25, 29.97, 30 fps

· 1080p:
24, 25, 50, 59.94, 60 fps

4.3.5. Pre-Processing

The HRC processing  may include, typically prior to the encoding, one or more of the following:

· Filtering

· Colour space conversion (e.g. from 4:2:2 to 4:2:0)

· 3:2 Pull down.

This processing will be considered part of the HRC.

4.3.6. Post-Processing

The following  post-processing effects may be used in the preparation of test material:

· Colour space conversion

· De-blocking

· Decoder jitter

· Picture Enhancment Techniques.

· De-interlacing.

· Scaling.

This processing will be considered part of the HRC.

4.3.7. Coding Schemes

Coding Schemes that will be used may include, but are not limited to:

· VC-1
· MPEG-2
· H.264 (MPEG-4 Part 10)

· MPEG 4

· DV

4.3.8. Transmission Errors
Transmission error conditions will be included in the test.  The types of errors will include packet errors (both IP and Transport Stream) such as packet loss, packet delay variation, jitter, overflow and underflow, bit errors, and over the air transmission errors. Error concealment and forward error correction should be included in at least some of the HRCs.
4.3.9. Test Design

XXX

4.3.10. Distribution of tests over facilities

1.  The same tests, i.e., testing of the same set of PVS's, should be conducted by each lab.  This approach allows the effects of labs (if

any) to be distinguished from the effects due to the set of PVS's chosen.  The argument is that when multiple labs get the same results, then the video quality community has more confidence in the testing.  This approach has two drawbacks.  One is that it wastes resources by testing the same material more than once.  The other is that if a testing lab does a bad job, then that bad job will be apparent in the data by comparison with other labs. Then what do we do?  If there are at least three labs testing the same material, then the data of the odd lab can be discarded.  If there are only two labs and their results correlate poorly, then we do not know which lab (or

both) was at fault.  The issue of certifying subjective testing labs before the test takes place was raised, but was not resolved.

2.  Different tests should be conducted by each lab (different PVS's).  This approach allows more PVS's to be tested.  Also, there is an argument (that I don't understand) that if there were a poor quality testing lab, its effects would be felt less in this test scenario.  It is true that if there were a poor quality lab, it would be very difficult to discover in this scenario because the effect of the lab would coincide with the effect of there being a different set of PVS's being tested:  The lab effect and the effect of the different PVS sample can not be distinguished in this experimental design.  A drawback of different labs conducting different tests is that there is no single obvious best way to aggregate the results of the different tests.  Therefore, it is harder to come to a clear conclusion as a result of the tests.

4.3.11. 
Processing and editing sequences

Test sequences will be captured from the decoded video in uncompressed format. 

4.3.12. Randomization

For each subjective test, a randomization process will be used to generate orders of presentation (playlists) of video sequences. Playlists can be pre-generated offline (e.g. using separate piece of code or software) or generated by the subjective test software itself. 
Randomization refers to a random permutation of the set of PVSs used in that test. Shifting is not permitted, e.g.

Subject1 = [PVS4 PVS2 PVS1 PVS3]

Subject2 = [PVS2 PVS1 PVS3 PVS4]

Subject3 = [PVS1 PVS3 PVS4 PVS2]

 …

If a random number generator is used (as stated in section 4.1.1), it is necessary to use a different starting seed for different tests.

Example script in Matlab that performs playlists (i.e. randomized orders of presentation) is given below:

rand('state',sum(100*clock));  % generates a random starting seed

Npvs=200; % number of PVSs in the test

Nsubj=24; % number of subjects in the test

playlists=zeros(Npvs,Nsubj);

for i=1:Nsubj

playlists(:,i)=randperm(Npvs);

end

5. Objective Quality Models

5.1. Model type

VQEG HDTV has agreed that Full Reference, Reduced Reference and No reference models may be submitted for evaluation. The side channel allowable for the RR models are:

· 720p: 
(XXX)

· 1080i:
(XXX)

· 1080p:
(XXX)



Proponents may submit one model of each type for all image size conditions. Thus, any single proponent may submit up to a total of XXX different models. Note that where multiple models are submitted, additional model submission fees may apply.

5.2. Model input and output data format

5.3. Submission of executable model

5.4. Registration

The choice of HRCs and Processing by the ILG will verify that the following limits are not exceeded between Original Source and Processed sequences:

· maximum allowable deviation in Peak Video Level is +/- 10%

· maximum allowable deviation in Black Level is +/- 10%

· maximum allowable Horizontal Shift is +/- 1 pixels

· maximum allowable Vertical Shift is +/- 1 lines

· maximum allowable Horizontal Cropping is 30 pixels

· maximum allowable Vertical Cropping is 20 lines

· no Vertical or Horizontal Re-scaling is allowed

· Temporal Alignment
 between SRC and HRC sequences shall be maintained to within +/- 1 video frames

· Dropped or Repeated Frames are excluded from above temporal alignment limit

· no visible Chroma Differential Timing is allowed

· no visible Picture Jitter is allowed

ILG will verify adherence of all HRCs to these limits by using at least one, but preferably two softwares (NTIA software suggested) in addition to human checking. The ILG can use proponent software to fix calibration errors in selected video sequences.  Preferably, such software should be written in a language that can be easily understood (e.g., Matlab, C++ source code) and posted to the reflector.

VQEG acknowledges that the ILG can not guarantee perfect adherence to the calibration limitations in section 5.4, particularly for very degraded HRCs.  To prevent inclusion of too many HRC that are nonconforming, proponents will be allowed after objective data & models submitted but prior to running subjective tests, to analyze video sequences for calibration errors & suggest fixes. The proponents will be given three weeks to perform such verification. If the problem cannot be addressed satisfactorily before the subjective test has been performed, the offending sequence will be replaced.  If a sequence is found to not adhere to the calibration limitations after the subjective test has been performed, the offending sequence will not be discarded.

It is suggested that a follow-on study may be performed at a later time to test sensitivity of models against purposely inserted mis-calibrations (spatial shift, temporal shift, gain, offset).

6.  Objective quality model evaluation criteria

This paragraph describes the evaluation metrics and procedure used to assess the performances of an objective video quality model as an estimator of video picture quality in a variety of applications.

6.1. Evaluation Procedure

The performance of an objective quality model is characterized by three prediction attributes:  accuracy, monotonicity and consistency. 

The statistical metrics root mean square (rms) error, Pearson correlation, and outlier ratio together characterize the accuracy, monotonicity and consistency of a model’s performance. The calculation of each statistical metric is performed along with its 95% confidence intervals. To test for statistically significant differences among the performance of various models, the F-test will be used.

The statistical metrics are calculated using the objective model outputs and the results from viewer subjective rating of the test video clips. The objective model provides a single number (figure of merit) for every tested video clip. The same tested video clips get also a single subjective figure of merit. The subjective figure of merit for a video clip represents the average value of the scores provided by all subjects viewing the video clip.

Objective models cannot be expected to account for (potential) differences in the subjective scores for different viewers or labs.  Such differences, if any, will be measured, but will not be used to evaluate a model’s performance.  “Perfect” performance of a model will be defined so as to exclude the residual variance due to within-viewer, between-viewer, and between-lab effects

The evaluation analysis is based on DMOS scores for the FR and RR models, and on MOS scores for the NR model. Discussion below regarding the DMOS scores should be applied identically to MOS scores. For simplicity, only DMOS scores are mentioned for the rest of the chapter.

The objective quality model evaluation will be performed in three steps.  The first step is a monotonic rescaling of the objective data to better match the subjective data.  The second calculates the performance metrics for the model and their confidence intervals.  The third tests for differences between the performances of different models using the F-test.

6.2. Data Processing

6.2.1. Mapping to the Subjective Scale

Subjective rating data often are compressed 
at the ends of the rating scales.  It is not reasonable for objective models of video quality to mimic this weakness of subjective data.  Therefore, in previous video quality projects VQEG has applied a non-linear mapping step before computing any of the performance metrics.  A non-linear mapping function that has been found to perform well empirically is  (1)
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Where DMOSp is the predicted DMOS, and the VQR is the model’s computed value for a clip-HRC combination. The weightings a, b  and c and the constant d are obtained by fitting the function to the data [DMOS, VCR]. This non-linear mapping procedure will be applied to each model’s outputs before the evaluation metrics are computed.
If the cubic polynomial rescaling does not properly converge for all the models, then a logisitc monotonic rescaling will be applied to all the models.
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where DMOSp is the predicted DMOS, and VQR is the model’s computed value for a clip-HRC combination.  The parameters b1, b2, b3 are found from fitting the function to the data [DMOS, VCR].  This non-linear mapping procedure will be applied to each model’s outputs before the evaluation metrics are computed. 





6.2.2. Averaging Process

Primary analysis of model performance will be calculated per processed video sequence.  Secondary analysis of model performance may be calculated and reported on (1) averaged data, by averaging all SRC associated with each HRC (DMOSH), and on (2) averaged data, by averaging all HRC associated with each SRC (DMOSS).

6.2.3. Aggregation Procedure XXX Need to double check with statisticians.

The evaluation of the objective metrics is performed in two steps. In the first step, the objective metrics are evaluated per experiment. In this case, the evaluation/statistical metrics are calculated for all tested objective metrics. A comparison analysis is then performed based on significance tests. In the second step, an aggregation of the performance results is considered. The aggregation will be performed by taking the average values for all three evaluation metrics for all experiments (see section 8.3). 
Averaging Process

Primary analysis of model performance will be calculated per processed video sequence.  Secondary analysis of model performance may be calculated and reported on (1) averaged data, by averaging all SRC associated with each HRC (DMOSH), and on (2) averaged data, by averaging all HRC associated with each SRC (DMOSS).

6.3. Evaluation Metrics
Once the mapping has been applied to objective data, the three evaluation metrics: root mean square error, Pearson correlation coefficient and outlier ratio are determined. The calculation of each evaluation metric is performed along with its 95% confidence interval. 

6.3.1. Pearson Correlation Coefficient

The Pearson correlation coefficient R (see Equation 2) measures the linear relationship between a model’s performance and the subjective data.  Its great virtue is that it is on a standard, comprehensible scale of -1 to 1 and it has been used frequently in similar testing.
X
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Ed Note: Equation needs to be corrected.

Xi denotes the subjective score DMOS and Yi the objective DMOSp one.  N represents the total number of video samples considered in the analysis. 

It is known [1] that the statistic z (3) is approximately normally distributed and its standard deviation is defined by  (4). Equation (3) is called Fisher-z transformation.
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The 95% confidence interval for the correlation coefficient is determined using one tailed t-Student distribution with t=1.64 and it is given by (5)


[image: image10.wmf]z

z

s

*

64

.

1

±









                   


(5)

NOTE. If more than N>30 samples are used, then the Gaussian distribution can be used instead of the t-Student distribution and therefore t=1.64 is replaced by the normal distribution score z=2 [1].

Ed Note: Text to be switched such that CI described for N>30 and the note at the end is for N<30.

6.3.2. Root Mean Square Error

The accuracy of the objective metric is evaluated using the root mean square error (rmse) evaluation metric.

The difference between measured and predicted DMOS is defined as the absolute prediction error Perror (6)
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where the index i denotes the video sample.
The root-mean-square error of the absolute prediction error Perror is calculated with the formula (7)
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Ed. Note: Check this equation is correct
.

Where N denotes the number of samples and d the number of degrees of freedom of the mapping function (1).

The root mean square error is approximately characterized by a (^2 (n) [1], where n represents the degrees of freedom and it is defined by (8)
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where N represents the total number of samples.

Using the (^2 (n) distribution, the 95% confidence interval for the rmse is given by (9) [1]
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6.3.3. Outlier Ratio

The consistency attribute of the objective metric is evaluated by the outlier ratio OR which represents number of “outlier-points” to total points N. 
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where an outlier is a point for which
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Ed. Note: Correct equation to st error. Remove indent from Eq 11

where σ(DMOS(i)) represents the standard deviation of the individual scores associated with the video clip i. The individual scores are approximately normally distributed and therefore twice the σ value represents the 95% confidence interval. Thus, 2 * σ(DMOS(i))value represents a good threshold for defining an outlier point.

The outlier ratio represents the proportion of outliers in N number of samples. Thus, the binomial distribution could be used to characterize the outlier ratio. The outlier ratio is represented by a distribution of proportions [1] characterized by the mean (12) and standard deviation  (13)
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Thus, using the one tailed t-Student distribution, the 95% confidence interval of the outlier ratio is given by (14)
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NOTE. If less than N<30 samples are used, then the t-Student distribution with  t=1.96 [1] can be used instead.

6.4. 
Statistical Significance of the Results

6.4.1. Significance of the Difference between the Correlation Coefficients

The test is based on the assumption that the normal distribution is a good fit for the video quality scores’ populations. The statistical significance test for the difference between the correlation coefficients uses the H0 hypothesis that assumes that there is no significant difference between correlation coefficients. The H1 hypothesis considers that the difference is significant, although not specifying better or worse. 

The test uses the Fisher-z transformation (3) [1]. The normally distributed statistic (15) [1] is determined for each comparison and evaluated against the 95% t-Student value for the two–tail test, which is the tabulated value t(0.05) =1.96.
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	where 
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	and 
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σz1 and σz2 represent the standard deviation of the Fisher-z statistic for each of the compared correlation coefficients. The mean (16) is set to zero due to the H0 hypothesis and the standard deviation of the difference metric z1-z2 is defined by (17). The standard deviation of the Fisher-z statistic is given by (18):
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where N represents the total number of samples used for the calculation of each of the two correlation coefficients. 

6.4.2. Significance of the Difference between the Root Mean Square Errors

Considering the same assumption that the two populations are normally distributed, the comparison procedure is similarly to the one used for the correlation coefficients. The H0 hypothesis considers that there is no difference between rmse values. The alternative H1 hypothesis is assuming that the lower prediction error value is statistically significantly lower. The statistics defined by (19) has a F-distribution with n1 and n2 degrees of freedom [1].
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rmse,max is the highest rmse and rmse,min is the lowest rmse involved in the comparison. 

The ζ statistic is evaluated against the tabulated value F(0.05, n1, n2) that ensures 95% significance level. The n1 and n2 degrees of freedom are given by N1-1, respectively and N2-1, with N1 and N2 representing the total number of samples for the compared average prediction errors. 

6.4.3. Significance of the Difference between the Outlier Ratios

As mentioned in paragraph 6.3.3, the 
outlier ratio could be described by a binomial distribution of parameters (p, 1-p), where p is defined by (12). In this case P is equivalent with the probability of success of the binomial distribution. 

The distribution of differences of proportions from two binomially distributed populations with parameters (p1, 1-p1) and (p2, 1-p2) (where p1 and p2 correspond to the two compared outlier ratios) is approximated by a normal distribution for N1, N2 >30, with the mean:
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and standard deviation:
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The null hypothesis in this case considers that there is no difference between the population parameters p1 and p2, respectively p1=p2. Therefore, the mean (20) is zero and the standard distribution  (21) becomes equation (22) 
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where N1 and N2 represent the total number of samples of the compared outlier ratios p1 versus p2. The variable p is defined by 23
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7.  Recommendation

The VQEG will recommend methods of objective video quality assessment based on the primary evaluation metrics defined in Section 6. The Study Groups involved (ITU-T SG 12, ITU-T SG 9, and ITU-R SG 6) will make the final decision(s) on ITU Recommendations.
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Annex I
Instructions to the Subjects

“In this test, we ask you 
to evaluate the overall quality of the video material you see.  We are interested in your opinion of the video quality of each scene.  Please do not base your opinion on the content of the scene or the quality of the acting.  Take into account the different aspects of the video quality and form your opinion based upon your total impression of the video quality.

Possible problems in quality include:

· poor, or inconsistent, reproduction of detail;

· poor reproduction of colours, brightness, or depth;

· poor reproduction of motion; 

· imperfections, such as false patterns, or “snow”.

The test consists of a series of judgement trials. During each trial, two versions of a single video sequence, which may or may not differ in picture quality, will be shown in the following way:
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“A” is the first version, “B” is the second version. The first presentation of a trial will be announced with the written caption “A”, and the second with “B”.  This pair of presentations will then be repeated, thereby completing a single trial.  

In judging the overall quality of the presentations, we ask you to use judgement scales like the samples shown below.
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SAMPLE QUALITY SCALE

As you can see, there are two scales for each trial, one for the “A” presentation and one for the “B” presentation, since both the “A” and “B” presentations are to be judged.

The judgement scales are continuous vertical lines that are divided into five segments.  As a guide, the adjectives “excellent”, “good”, “fair”, “poor”, and “bad” have been aligned with the five segments of the scales.  You are asked to place a single horizontal line at the point on the scale that best corresponds to your judgement of the overall quality of the presentation (as shown in the example). 
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You may make your mark at any point on the scale, which most precisely represents your judgement.

In making your judgements, we ask you to use the first pair of presentations in the trial to form an impression of the quality of each presentation, but to refrain from recording your judgements.  You may then use the second pair of presentations to confirm your first impressions and to record your judgements in your Response Booklet.

We will now show you four demonstration trials.
DEMONSTRATION TRIALS PRESENTED AT THIS POINT

9. 


· 
· 
· 
· 































Editors Note: unresolved issues or missing data are annotated by the string <<XXX>>























�To Be Determined


�During the audio conference, agreement was reached to replace subject screening with that from the MM testplan.  Text follows.


�Audio reference appears to be from MM testplan.


�To Be Determined


�This new text proposed by Sean McCarthy on 8/10/2006, in response to audio call.


�These changes proposed by Sean McCarthy on 8/10/2006, in response to the audio call.


�Should each facility perform a test using the same set of PVS’s, to increase data accuracy; or different tests, to increase number of unique PVSs?


�Text outlines two possible proposals for section 4.4.8.


�Bandwidths should be specified.


�This text should be re-examined if transmission errors are to be allowed.


�During the audio conference, agreement was reached to replace this text with the cubic polynomial fitting function from the MM testplan.


�Text matches MM testplan procedure.  Is a check still required?


�What is needed?  This equation already matches the MM testplan formulae


�Already matches MM testplan formulae.  Is a check still required?


�Equation 8 modified to match MM testplan.


�Equation (9) modified to match MM testplan.


�Equation (11) modified to match MM testplan


�This text and Equation (14) modified as per editor’s note, to match MM testplan.


�Text changed as requested in editor’s note, to match MM testplan.


�Body of this section replaced with text from MM testplan, section 8.4.3.  Previous editor’s note questioned this section’s equations.


�This inserted text comes from the FRTV Phase II test plan.  Deleted text was incomplete, representing the first few sentences only.
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