VQEG meeting minutes 

Rennes, France June 11-15, 2012
Including Minutes from each day’s sessions.
Note: the ITU-T JRG-MMQA meeting is held coincident with VQEG during the Multimedia and Hybrid sessions.

VQEG Minutes from Monday 
Monday, June 11

Project Summaries

Thanks to Margaret Pinson for taking notes on Monday.

Filippo Speranza must step down as VQEG Co-Chair. Nominations for a replacement will be discussed this week.

Each group summarized their status. For project descriptions, see: http://www.its.bldrdoc.gov/vqeg/projects.aspx 

ILG: Hybrid models were submitted and shown to run correctly on ILG computers. Secret source scenes from NTIA are available for redistribution at this meeting (500 GB).

MM2: discussions this week on the direction for this project

HDTV: phase 2 test plan mostly completed; waiting for Hybrid validation test to be completed.

Hybrid: (no Co-Chairs present) see ILG summary above.

Tools and Subjective labs setup group: investigating hosting of JEG-Hybrid software on VQEG website. See http://www.its.bldrdoc.gov/vqeg/project-pages/tools.aspx and http://vqegstl.ugent.be/ for VQEG tools currently available.

Project for Collaborative Development (JEG): (summary will wait until Co-Chair arrives)

3DTV: Have had 3 conference calls. Start to build a database of 3D test video sequences: IRCCyN filmed some 3D with their camera. These sequences were impaired and made available. Idea is to have multiple experiments use the same set of 3D sequences (SRC and HRC) for different experiments. Subjective test equipment, the scope of the first experiments and how to screen subjects are still to be decided. A paired comparison experiment is being considered. The group will design two different 3D datasets: one for paired comparison and another for influence of environment on the experiment. The second will have no depth defect impairments; and is being redistributed at this meeting by hard drive. People are asked to run this experiment in their labs, for comparison purposes (400 GB).  

QART: Quantify quality of task based video, through usefulness of video for a particular purpose (e.g., recognizing an object). Work is driven mainly by AGH and NTIA. Generalized Use Classes are being discussed and will be presented later today.  

JEG-Hybrid: Goal is to have joint collaborative work on Hybrid models (bit-stream + output video). Bit-stream parser needed, and being developed jointly by JEG-Hybrid and Tools projects. JEG-Hybrid is doing monthly audio calls (4 to 5 since last meeting).  Source scene collection has resulted in a large set of scenes. The next task is to create impairments, which will be underway soon (5,000 to 10,000 sequences with coding-only artifacts). One small dataset is being made available by IRCCyN, including SRC, HRC, MOS and HMix files (parsed bit-stream). Analysis of dataset will be published soon. This is available on a hard drive (300 GB).

RICE: Interactive subjective test methodology is expected to begin at the next VQEG meeting.

MOAVI: Monitoring of Audio Visual Quality by Key Indicators, based on NR model approach. Goal is to develop key indicators for detecting blockyness, bluring, etc. This is expected to be a collaborative approach. Discussions will begin at this meeting. 

HDR: (no Co-Chairs present)
Liaison Reports

MPEG activity: 

· High efficiency video coding (HEVC): successor of H.264, standardized by Jan 2013, 50% bitrate reduction at equal subjective quality.

· MPEG frame compatible (MFC): how to fit stereoscopic 3D in a 2D picture (side-by-side or top-bottom). Slow progress.

· 3DTV: autostereoscopic display with compatibility for stereo 3D (3 texture views + 3 depth views). 

ITU-R WP6C: (waiting for more details from Chulhee)

· 3D subjective test Recommendation undergoing approval. This appears to be very similar to ITU-R Rec. BT-500.

ITU-T SG12:

· P.NAMS and P.NBAMS reached an important milestone: model results have been disclosed and were remarkably good. P.NAMS is a no-reference audiovisual quality model, H.264 limited to 1 decoder. P.NAMS models are packet-based models with no decoding of the bit-stream allowed. P.NBAMS is similar, yet allowed models to look into the bit-stream. The wining group of models is divided into types (e.g., bit-rate range, type of application). Tied winning models within a particular category will be combined into a single model (i.e., one model per standard) by September 2012.  More details are available in the incoming liaison.

· Consented P.stat, specifies statistical procedures for comparing objective measurement methods. This includes statistics proposed in VQEG (e.g, RMSE* that takes the accuracy of subjective MOS into account). This Recommendation should be considered by VQEG for validation within future test plans. 

ITU-T SG9: 

· P.3D-sam (subjective methods for 3D) had a variety of contributions and resulted in an updated text. Work is ongoing.

· P.3D-fatigue (visual fatigue of 3D) also had a variety of contributions relating to safety, mainly from Korea. Work is ongoing.

· P.3D-display (3D display requirements, how to select a display for 3D subjective testing) made progress.

· J.av-dist (how to perform subjective assessment of audiovisual quality, including separate measurements of audio & video). Different steps of subjective testing were inserted, such as informed consent, and subjective test design. 

· Scope of Q2 and Q12 revised to reflect technology changes.

3D@Home: (Phil not present to report)

COST Action IC1003 Qualinet: (below for Liaison report)

Proposal by Mikołaj and Lucjan (AGH University of Science and Technology)
Proposal on new journal dedicated to quality of experience. Need based on recent calls for papers (lots of QoE); flagship journal to consolidate research on QoE, promote homogenous methodologies, bring together different professions, first focus on existing methodologies. Publications currently divided between many journals. 

Open Access Formula: world-wide trend is to have freely accessible journals, more citations, shorter pat to impact, fees can include verification costs (i.e., claims of accuracy can be trusted, because they were checked).

Sponsor will be investigated and approached (e.g., IEEE).

Questions: number of issues per year: quarterly or Biennially? How to validate models (with fee)? Tutorial focus (magazine) or technical (research results)? Scope: QoE alone is too narrow, perhaps include human machine interaction (HMI)? Papers that analyze proposed metrics? 

Interest: Nicolas, Marcus, Margaret, Chris and Quan

For more information contact Mikołaj Leszczuk leszczuk@agh.edu.pl

Assignment of liaisons:

· SG12: Chris, Arthur, Jens

· SG9: Quan, Margaret, Chulhee

· MPEG: Glenn

· IEEE:  Arthur

· Qualinet: Kjell

QART Session

Mikołaj presented “Automatic classification of video sequences into specified generalized use classes of target size and lighting level”. See slides in meeting minutes directory (ftp://vqeg.its.bldrdoc.gov/Documents/VQEG_Rennes_Jun12/MeetingFiles/VQEG_QART_2012_016_AGH_GUC.pdf).

More progress expected at the VQIPS meeting in July, hosted by NTIA’s www.pscr.gov project.

JEG-Hybrid Project

(Slides presented are not currently posted to the VQEG meeting site.)

Marcus summarized the JEG-Hybrid project: 

· Experiment “JEG264HMIX1” with H.264 coding-only conditions (650 sequences).  IRCCyN performed this experiment and is redistributing it here at VQEG:  SRC, PVS, HMIX1, HMIX2, PCAP, subjective MOS + individual person ratings, objective MOS from model “Indigo”.

· Next step is to create a database of coding-only conditions (SRC + H.264); rate with objective models

· Then, add packet loss to above (50 different packet loss conditions)

Progress since last meeting:

· Subjective database “JEG264HMIX1”

· VirtualBox image / tool chain completed and nearlyl ready for redistribution:  

· encoders (jm, x264)

· decoders (jm, ffmpeg)

· packet loss generation (Sirranon)

· analysis (H264AnnexBExgtraction 

· JM

· Inigo objective model)

· VirtualBox will be easy to use once ready for redistribution (5 minute installation)

Issues center upon storage space needed (i.e., very large amounts):

· Storage of PVSs for perhaps 50,000 PVSs. Proposed solution: lossless encoding (ffmpeg/x264) MD5 sums for decoded files

· HMIX (XML) files. Proposed solution: Bzip2

· PCAP, uncompressed

SRC Selection:

· VQEG HDTV sequences; University of Vienna (gaming/user generated); animated (Sita Sings the Blues, Elephants Dream, Big Buck Bunny)

· Issue: how to select SRC?  Which ones should be used?  Which ones are different / unique? Start with VQEG HDTV test SRC then supplement with others?

· Number: perhaps 50 to 200 SRC.  50 SRC would be a good start.

· Format: anything 1080 (progressive or interlace, various frame rates). 720p should be up-scaled to 1080.

· Volunteers for SRC Selection: Savvas, Margaret (lead), Mikołaj, Glenn

HRC Generation:

· Encoding (list of parameters implemented at AGH)

· Some options are objectionably slow (e.g., 140 hours for a 10-sec SRC)

· GoogleDoc available with HRC “wish list”

· Contact Mikołaj for more information

· Packet loss: 

· generate realistic scenarios 

· obtain/apply packet traces 

· decode with different decoders (error concealment, delay handling)

· more work needs to be done here

· Contact Nicolas for more information

· Volunteers for HRC Generation: Kjell (with assistance of two Swedish companies), Nicolas, Mikołaj, more people needed to investigate packet loss.

Evaluation:

· Objective: run FR models on our database (JEG264HMIX1):

· run available FR & RR models

· statistical analysis (MOS versus objective model)(help decide which clips should be analyzed subjectively to obtain more information, and which ones are not so valuable because the objective model tells everything.

· Subjective: select scenes (different than JEG264HMIX1) and HRCs for subjective evaluation

· Volunteers: Margaret (run models), Chris (perhaps), Silvio (perhaps)

Presentation by Lucjan on JEG-Hybrid Data Analysis: Lucjan outlined a method for analyzing the value of proposed JEG-Hybrid metrics. See the presentation in ftp://vqeg.its.bldrdoc.gov/Documents/VQEG_Rennes_Jun12/MeetingFiles/VQEG_JEG_HYBRID_2012_018_dataAnalysis_AGH.pdf 

Liaison from Qualinet

The liaison was presented and considered. See ftp://vqeg.its.bldrdoc.gov/Documents/VQEG_Rennes_Jun12/MeetingFiles/VQEG_LIAISON_2012_006_Qualinet_to_VQEG_Qo0225.pdf  Kjell will draft a reply liaison.

Action Item: investigate having a joint Qualinet / VQEG reflector, to spur greater interest in collaboration between these groups.

The following people expressed interest in being on such a reflector: Kjell, Nicolas, Lucjan, Mikołaj, Marcus, Glenn, Quan, Margaret, Arthur, Chris

VQEG Minutes from Tuesday 
Tuesday, June 12
VQEG notes: Tuesday AM, June 12, 2012

Thanks to Glen Van Wallendael (Ghent University) for taking notes.

Hybrid (chaired by Chulhee and Jens)

The following presentation is used during this hybrid discussion:

ftp://vqeg.its.bldrdoc.gov/Documents/VQEG_Rennes_Jun12/MeetingFiles/VQEG_HYBRID_2012_023_LEE_Hybrid%20Projects%202012-6.ppt
A completed version will be made available in the meeting files directory.

Four proponents: DT, OPTICOM, SwissQual, Yonsei
1. Source selection:

Margaret described the new source sequences including the secret source sequences. Categories of content vary between sports (boxing), underwater footage, news sequences, … about 500GB.

2. Test design (full matrix, number of sources, number of HRCs, common sets)

· Number of subjective tests:

Proponents: DT (1), OPTICOM (1), SwissQual (1), Yonsei (3)

Kjell indicates that the following ILGs received part of the participant’s fee to run subjective tests.

ILGS: Ghent University (1), Acreo (1), AGH (1), FUB (1), University of Nantes (1)

· PVS generation

PVS generation will be done by 3 organizations: Ghent University, FUB, RT-RK

Jens suggests that proponents should be able to provide PVSs as well. 
Silvio mentions that test vectors are provided and that new PVSs are not checked on the models. Chris replies that test vectors should not be limiting the PVS creation. 

Undecided

· Resolution of subjective tests:

Silvio proposes to change HD 5 ; WVGA 3 ; VGA 3 to HD 6 ; WVGA 2 ; VGA 3 

Agreed on HD 6 ; WVGA 3 ; VGA 2.

DT: HD

Opticom: any

SwissQual: WVGA, VGA

Yonsei: any

Ghent University: HD

Acreo: any

AGH: HD

FUB: HD

University of Nantes: HD

As a result, resolutions are divided as follows:

HD: DT, Ghent University, AGH, FUB, Nantes, Yonsei

WVGA: SwissQual, Acreo, Yonsei

VGA: Yonsei, Opticom

Jens indicates that when proponents can make the PVS, they can introduce scenarios which work well with their model. This could happen undetected by the others. As a solution, Chulhee proposes that a lab should not generate, and subjectively evaluate more than 50% of its PVS. This proposed compromise is already in the testplan. 

· number of sources

10 -> 16

· number of HRCs

10 -> 15

· common sets

24

Margaret: Previous tests did not have enough good source sequences. With this test, more sequences are available which could improve the test.

3. Encoder and decoders

Agreed: Different decoders than the ones used in the test vectors can be used.

4. Transport protocol

5. Schedule

· Dates are fixed on the schedule in the presentation. 

· It is suggested that the draft final report should be scheduled during the next VQEG meeting, because face to face discussion is more productive when drafting the final report. Therefore, the date of the next meeting should be chosen such that the hybrid project is able to get to that stage. Arthur suggests discussing the date of the next meeting later this week after this schedule is fixed. 

· Margaret suggests a subgroup can meet to draft the final report at any time. The draft can then be sent over the reflector for approval.

· In general, the schedule is shortened to 9 months

Next is a discussion of the following checklist: EvalDatabase_CheckList.doc sent by Matthias Obermann. All the information given in this document will be made available in the test plan.

Bitstream demuxer:

PCAPtoTS may be used until AnnexBExtractor is able to handle all the required transport protocols.

VQEG notes: Tuesday PM, June 12, 2012

Meeting Minutes VQEG, Rennes
Date: 

2012-06-12, Tuesday Afternoon Sessions

Note Taker: 
Christian Schmidmer
MOAVI Project

Presentation by Emmanuel Wyckens regarding the goal of MOAVI:
· Maintain a list of real-world audio-visual monitoring applications 

· Identify main indicators taken into account by customers when evaluating the quality of a service

· 3-point quality scale only (like a traffic light) shall be used

· Define and develop indicators prediction distortions on this three point scale

· Evaluate performance the indicators
Mikolaj Leszcuk: No progress since the last meeting has been made, but a very short position paper was sent to a conference. More progress is expected in the next few months.

A proposed project plan exists on google groups. (JEG-MOAVI Evaluation Project-Plan). The project plan mentions already some potential KPIs to be measured. Most of these are indicators which can be verbally described, like e.g. Freezing, Blur, Blockiness, but also Lip-Sync could be interesting. Effects like “Photosensitive Epilepsy” (ITU-R BT.1702) are also mentioned.

The project is targeting at NR-models only. The idea is to apply the model directly to e.g. the output of a set-top box.

Arthur Webster: Perhaps we should not limit the scope to NR right now since there seems demand from some cable companies that may want something else too.

Some discussion about the type of models started, but did not lead to a change of the goal of basing the work on NR models.
Kjell Brunnstrom sees an overlap between this project and JEG-Hybrid. Mikolaj doesn’t see this since we are talking about binary (or ternary) values and indicators only. KB points out that nevertheless the calculation of the indicators could be very similar (e.g. estimation of Blur).

The work is meant to be conducted in a collaborative approach.

Silvio Borer: The idea of collecting indicators instead of a MOS is to avoid issues where distortions are not picked up by a MOS measure.

Presentation by Jens Berger on You Tube streaming:

· Impressive numbers on You Tube usage

· YT typically transcodes uploaded material to H.264 in different bitrates which are tied to each target screen resolution that ranges from 240p to 1080p. 

· The timing of a typical YT session was shown on the slides. It becomes clear that the process is split into a part used for the session setup (showing the web page, starting the player, locating the stream etc.) and the actual streaming phase (buffering of the stream, display of the stream)

· Except for 3G applications HTTP/TCP is used for the download. Mobile applications use RTP.

· The question is raised if it makes sense to measure all YT timing KPIs for clips which are just 8s long. A typical YT clip would be between 90s and very few minutes, not 8s.

· Video distortions seen are caused by the original compression before uploading the video, YT transcoding, additional compression performed by the network during transmission and transmission problems.

· Important: If TCP is used, no packets get lost, but rebuffering may occur.

· Freezing duration means not much since it only depends on how much data the player is typically buffering (trade-off between initial buffering time and potential rebuffering)

· Today we are focused on short term Video Quality in terms of MOS and IP through put, but there is more to it….

· Longer evaluation time is required!

· Short term evaluation to measure compression quality in intervals

· Aggregation of data

· Combination with freezing

· Consideration of buffering time

· The result could be a “service quality indicator” plus additional indicators for certain quality dimensions.

Lucjan recommends two papers which are related to the presentation:

Those are titles of the talks about youtube.com. It was presented here:

http://www.tma-portal.eu/cost-tma-action/meetings/lisbon/programme/
Alessandro Finamore - YouTube Everywhere: Impact of Device and

Infrastructure Synergies on User Experience

Tobias Hossfeld - Modeling and Monitoring YouTube QoE

The question arises how the quality of a longer video shall be assessed subjectively. 

Christian Schmidmer: Maybe it is not required to be very exact with the long-term estimate, and it is more important to provide more accurate statistics on shorter intervals which are hen aggregated to a coarse aggregated quality indicator. 

Quan Huynh-Thu mentions that as opposed to Jens’ presentation, the original goal of MOAVI was more to specify distortion indicators rather than a MOS for a long sequence.

Mikolaj: Since we are not trying to combine indicators to a MOS, the work is much easier than predicting a MOS.

Arthur mentions that ITU-T P.930 (Principles for a Reference Impairment System for Video) recommends a method to insert well defined distortions (Blockiness, Blur, ?) into videos. This might be very interesting in order to generate test data for this project.
HDR Imaging and Video Quality Project

Introduction of the project by Patrick Le Callet:

What is HDR (High Dynamic Range)?

Human eyes can adjust to a range between 10e-6 to 10e6 cd/m2, but only five orders of magnitude at the same time. Current LCDs can display a range of …

Digital cameras have a dynamic range up to 2e5 to 2e9 with a resolution of 14 bits.

To achieve a higher dynamic range in digital images/videos, over and under exposed versions of the same image can be combined. This results in images with more detail in the very dark and very bright areas. For still images this is easy to achieve, for video, special rigs with multiple cameras are used.

Displays: Only one HDR display is currently sold.
Tone Mapping: Convert the high dynamic range back to a range which can be presented on a Low Dynamic Range (LDR) screen.

· Simple contrast reduction is not sufficient!

Inverse Tone Mapping: Convert an LDR video for presentation on an HDR screen

Problems:

· Almost no native HDR capturing device exists

· Combining LDR images to an HDR image causes defects:

· Ghosting

· Alignment / geometric distortions

· Lens flare problems between cameras

· Noise due to large differences 

· Display: 

· Much higher luminance than usual

· Need for normalized experiment rooms

· HDR displays are not easy to feed

· Almost no HDR player is available

· Displays are not widely available

· Using an LDR display requires tone mapping

· How many bits are required for viewing HDR images

· Need for a high bit-depth codec

· Which transport strategy to use?

· Single HDR channel or multiple LDR channels?

HDR displayed on HDR display:

· Better immersion?
· More natural images?
· More emotions?

· Visual fatigue due to high luminance?

HDR increases the contrast (luminance range) only and is not related to a wider gamut (color space range).

A call for interested parties was issued. Basically some participants are interested, but the cost of potentially required equipment makes them still hesitant. Patrick points out that not everybody needs a 30k EUR display in order to participate.

A short example of a tone mapped HDR video on YouTube was shown.

Presentation by Catherine Serre (Technicolor)

French national project NEVEX on HDR for broadcasting. The goal is to generate content and to explore everything required for a complete HDR broadcasting chain.

To capture videos, a 3D rig shall be reused with aligned views. An ND filter ius used on one camera to underexpose the images. A special software is sed to compensate for disparities.

HDR CGI content is also generated.

Inverse Tone Mapping is used 

· as an alternative method to produce HDR content

· to convert legacy  content to HDR

Subjective methods are searched to evaluate the video quality after all steps in the chain.

Objective methods shall ultimately be developed as well.

Some block diagrams of distribution chains are presented.

Further Discussion

Patrick sees some parallel between MOAVI and HDR

What VQEG can do

· Revise ITU Recs for subjective testing in order to be suitable for HDR video
· Adapt current objective metrics to process HDR content

· Eventually develop new methods if the existing ones are not sufficient

JEG

Co-chairs discussed the possible intersections between MOAVI and JEG-Hybrid
Other Topics

Kjell Brunnstrom elected as new VQEG co-chair

Margaret Pinson elected as new ILG co-chair

VQEG notes: Wednesday AM, June 13, 2012

VQEG Minutes from Wednesday AM 13/06/2012

 (notes taken by Nicolas Staelens)

3DTV session

Current focus: 

· defining new subjective testing methodologies for stereoscopic 3D content

· investigate restrictions which should be imposed on the test environment

Decision at last meeting: build subjective database using Pair Comparison methodology -> use this as ground-truth to see whether there are better and more efficient methodologies.

Several contributions made for this meeting (presentations available in the meeting files).

Contributions related to subjective testing

Quan (Technicolor)

Results of 3D display measurements show that current 3D displays are not optimal and produce artifacts ( put constraint on viewer position and number of simultaneous viewers in front of the screen.

· Viewing angle influences stereoscopic contrast variation and ghosting

· Contrast variation with position on screen for given observer position
( 2 viewers focusing on the same point on the screen will have different contrast

Conclusions:

· Influence of display technology on optimum placement of viewers

· Influence of glasses technology choice on observerd images

Proposal

· Use only 1 viewer at the time placed centrally (both vertical and horizontal)

· Otherwise: display and devices must be clearly characterized and describes in the subjective experiment 

Kjell (Acreo)

Characterizations of 3D TV: Active vs Passive – compare active and passive TVs

· Test angular dependency of crosstalk

· Resolution test

· Flicker visibility

· Luminance measurement

· Colour measurement

Conclusions:

· Angle dependent crosstalk -> passive problems vertically

· Test pattern influences horizontal crosstalk

· Resolution: passive shows problems reproducing a number of small scale patterns

· Flicker: active shows disturbing flicker at 22 Hz (not in the case of passive)

· Luminance: active less angular dependence compared to passive

· Colour: no angular dependency, active glasses have an influence on colour temperature

Jun (NTT)

Proposal for subjective test plan of stereoscopic three-dimensional video

( propose the necessary common or subset conditions for service providers in 3D subjective tests. 3 points:

· Clarify the appropriate assessment method for “video quality”

· Consider stereo acuity of the observer

· Clarify the quality characteristics between professional monitors and consumer monitors

VQEG notes: Wednesday PM, June 13, 2012
Notes 13-06-2012 – Afternoon. 

MM2 – related presentation 

J. Lassalle presented “Impact of the Content on Subjective Evaluation of Audiovisual Quality: What dimensions influence our perception?” considering audio-visual test specification. 

Hybrid session
It was decided: that the edited document is used just clarification and help in the experiment planning and running. The test plan is final source of information.

Chris pointed out how important is to specify the minimum MOS value for the SRC. The proposition is to make it even clear that the minimum score for SRC is 4.0 since it is very important. Kjiell prefers to remove it or make exact copy from the test plan. 

Silvio asked about the sequence length in case of re-buffering. Margaret clarified that in an experiment which contains re-buffering not all PVSes contains re-buffering. 

It was decided: to limit PVS edition in case of re-buffering to live capturing.

A sentence proposed by Chris about pcap file and PVS relation was added. Sawas and Silvio asked to make the sentence more clear. The discussion about this section was long and contain many different details.

Information about the type of content which can be evaluated by each ILG and proponent was added.

3D Session

Marcus started from detail common experiment plane. The available data with detail description was described. The last point showed possible different conditions. 

A new data base is prepared. It is named “Ground Truth Quality 3D Database.” Different conditions will be evaluated by all intended to participate laboratories. The evaluation will be done by pair comparison. 

Who is interested in joining. The results would be nice to have before the next meeting, but some division is possible.

Contributors: T-labs, NTT, Acreo, AGH, Yonsei University, NTIA/ITS, University of Nantes, Orange lab if possible. 

It was decided: If possible different conditions should be run by the same subjects. Even if they have to repeat the test with just a short time brake. 

It was decided: Only subset of the sequences can be used to evaluate particular conditions. 

It was decided: The set will be divided to 80 and 40 sequences for evaluation with more conditions in less time. 

VQEG notes: Thursday AM &PM, June 14, 2012
VQEG Meeting in Rennes, Thursday

3D Session

Thanks to Margaret Pinson for taking notes

Presentation (see Rennes 2012 meeting files directory) 

VQEG_3DTV_2012_010_VQEG_OrangeLabs_ImportanceOfShootingSceneAndVisualizationParametersForSubjectiveTestPurpose_v01.pdf 

“Importance of shooting, scene and visualization parameters for subjective tests purpose,” by Wei Chen, Jérôme Fournier, and Jean-Charles Gicquel; Orange Labs (Chen also IRCCyN)

Presentation (see Rennes 2012 meeting files directory) 

VQEG_3DTV_2012_011_VQEG_OrangeLabs_New3DVideoSubjectiveTestMethod_v01.pdf 

“New S-3D video subjective test method: a multidimensional approach,” by Wei Chen, Jérôme Fournier, and Jean-Charles Gicquel; Orange Labs (Chen also IRCCyN)

Discussion

What do we want to test with the coding and spatial degradations dataset that was distributed during the meeting?

Parameters identified:

· Main difference (from for example BT.500)

· Illumination

· Display (type and size)

· Viewing distance

· Viewing angle (number of observers)

· Observed screening methods used

· Display measurement /calibration methods

Influence of the environment:

· Viewer position (several viewers, distance, height)

· Room setup (illumination, colors)

· Display settings (polarized/shutter, color calibration)

· Amount of training of observer

· Polarized display viewing distance (3H, 6H)

· Influence of observer population (same observers, different observers)

· Observer information (accommodation time of observers, vergence facility)

Recommendations on data to collect:

· Observer information:

· Age

· Snellen (distance vision test)

· Randot (stereoscopic vision test)

· Ishihara (color vision test)

Note:  IRCCyN has test control software available and is willing to share it. SSD drives are needed. If hard drives are fast enough to read video in real time, then a Windows PC can display the 3D videos in real time. If hard drive read access speed is insufficient, an error message appears.  Ask 3D Co-Chair Marcus for more information.

3D experiment on how to conduct 3D subjective tests

Acreo:
Active consumer grade vs. passive consumer grade TV 55” displays

AGH:
42” polarized 2D, autosteroscopic 4” display, pristine and outdoor environment, poor quality shutter glasses (cross talk) available for comparison

Deutsche Telekom:
Home environment, standardized environment, 52” display versus smaller 23” display (both shutter glasses). Passive display eventually. 

IRCCyN:
(experiment already conducted)

NTIA:
Open to suggestions on focus. Simulated living room versus BT.500 compliant; laptop with 3D display versus (approximately) 50” television. 

NTT:
Undecided.  Perhaps clarify assessment method (use different methods), impact of display (different displays, such as broadcast quality polarized monitor versus 40” consumer quality shutter monitor).

Orange Labs:
Have a lot of varied equipment. Characterize video sequences themselves. Viewing distance impact; display technology; environment (e.g., illumination).

Technicolor:
Viewing distance, viewing angle, or observer screening methods.

Yonsei:
46” polarized screen; also 26” polarized monitor, 1 versus 2 viewers per test

Presentation (see Rennes 2012 meeting files directory) 

VQEG_3DTV_2012_014_Proposal for project to develop objective metric for 3D(NTT).ppt 

“Proposal for a project to develop full reference media-layer objective metric for stereoscopic three-dimension video” by Taichi Kawano, Jun Okamoto; NTT Service Integration Laboratories, NTT Corporation.

Potential Proponents:
NTT, Yonsei, SwissQual, Opticom, Deutsche Telekom, Orange FT, NTIA, IRCCyN

Potential ILG:

AGH, Acreo, IRCCyN, NTIA 

(note: IRCCyN and NTIA may either be proponents or ILG)

Agreement was reached: to adopt this proposal. VQEG will decide later how to structure this effort.

Presentation (see Rennes 2012 meeting files directory) 

VQEG_3DTV_2012_012_VQEG_OrangeLabs_TechnicalRecommendationsToEnsureVisualComfort_v01.pdf 

“Influence of views asymmetries and depth rendering on visual comfort: towards 3D video technical recommendations,” by Wei Chen, Jérôme Fournier, and Jean-Charles Gicquel; Orange Labs (Chen also IRCCyN)

Document includes quantitative thresholds for left/right view comparisons to ensure the end-user’s visual discomfort (e.g., allowed difference on black level, allowed vertical shift). These thresholds may be used as a starting point for a complete set of such metrics. 

Presentation by Marcus (continued)

Agreement was reached to add the following impairments to the database:

· Asymmetric coding conditions—low quality (strong coding) in one view and high quality in the other view

· Error concealment

Two other conditions must be removed for this to be possible. 

Agreement was reached to use 10 SRC for this 3D investigation.

Issues for later consideration:  temporal offsets between views (e.g., from packet loss in one view only) 

3D experiment on 3D visual experience using paired comparison

Acreo:
unsure of time line, likely October 2012 at the earliest

AGH:
cannot until October 2012, perhaps October or November

Deutsche Telekom:
perhaps August 2012

IRCCyN:
perhaps July 2012

NTIA:
cannot currently decided

NTT:
cannot currently decide

Orange:
cannot currently decide

Technicolor:
cannot currently decide

Yonsei:
perhaps August 2012

Timeline: IRCCyN will try to have the impaired sequences available by August, 2012.

3D experiments to compare methodologies (e.g., ACR, SAMVIQ, Paired Comparison)

Interest in performing experiment and data analysis: Kjell, Lucjan, Piere, Quan, Marcus, maybe Emmanual

A Decision was made to keep the 3 3DTV projects within the 3DTV Group for the time being. They are:

· Investigate the influence of viewing environment, test set-up and display equipment on subjective quality 

· Methodologies for subjective quality assessment of stereoscopic 3D video

· Objective video quality metrics for stereoscopic 3D

Chulhee Lee and Taichi Kawano are editors of 3DTV OBJECTIVE test plan.

Discussion on the next , meeting resulted in Singapore and 3 possible dates:

Weeks beginning:5nov; 10dec: 7jan

VQEG notes: Friday AM Till Close, June 15, 2012
VQEG Meeting in Rennes, France, Spring of 2012

Friday, June 15
MM2 Project

· Chris presented the progress of Multimedia II Project.
· Proposal: split the test plan into several focused documents. For example,
· Project synopsis
· Test conditions
· Model requirements
· Data analysis
· Subjective methods
· Decision: The proposal is accepted.
· Revised the test plan. The changes include:
· Audio bit rate: 6~256Kbps
· AV synchronization problem
· Objective and application areas
· Model inputs
· Standardization activities: ITU-T SG9, 12; ITU-R WP6C
· Target date to finish the documents: June 2013
· Video format: HD (1~30 Mbps)
· There is a proposal to merge the HDTV2 and MM2 projects.
3D Projects

· FT Presentation: 3D subjective tests on mobile 
· Sharp Aquos Phone 3D, qHD (960 x 540), cell matrix parallax barrier
UHDTV

· KDDI Presentation: Proposal to study objective quality assessment of 4K resolution video in the future VQEG tests
· 4K Resolutions: 4096 x 2160, 3840 x 2160, etc.

· Codecs: H.264, HEVC, JPEG2000
· Some SRCs are available with signed agreement.
· Decision: 4K video will be studied in the HDTV2 project for now.
An offer to host by Ghent for June; 2013: 17 June proposed

Next ,meeting: 3D 1.5 dAys , jeg jeg hybrid 1 session eqch, Hybrid 1 dqy;

Mm2 2 sessions min; HDTV 1 session; MOAVI 1 session
