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I have developed a machine-learning model to predict 
video quality, can I trust it? 

How should I evaluate the performance of the model?

Which features / elementary metrics contributed the most 
to the prediction?

For a particular video, how much can I trust the score 
predicted by the model?



Overtime, we’ve incorporated some 
helper tools into the VMAF package...



● Metrics implementation - elementary metrics & benchmark
○ SSIM & MS-SSIM (Wang et al.)
○ BRISQUE & NIQE (Mittal et al.)
○ ST-MAD (Chandler et al.)
○ ST-RRED (Soundararajan et al.)
○ SpEED-QA (Bampis et al.)

● Subjective data clean up tools (Li & Bampis) — moved to SUREAL repo
● BD-rate calculator
● Performance Metrics beyond Pearson and Spearman

○ Resolving Power (Pinson & Wolf)
○ AUC - Area Under the RoC Curve (Krasula et al.)

● Local explainer (based on LIME by Ribeiro et al.)
● Confidence intervals via bootstrapping (Li & Bampis, work in progress)

Covered by this talk

Tools in the Repo besides VMAF

https://github.com/Netflix/sureal


Topics of This Talk
● Performance metrics beyond Pearson and Spearman
● Local explainer
● Confidence intervals via bootstrapping



PLCC and SROCC

[source: Wikipedia]

● PLCC: Pearson Linear Correlation 
Coefficient

● SROCC: Spearman Rank Order 
Correlation Coefficient

● Limitations
○ Not consider variability in the raw 

subjective scores - only MOS
○ Do not give interpretation that is 

intuitive enough
○ Range-dependent



Resolving Power (Pinson & Wolf)

● Consider raw subjective scores’ variability
● Put scores in pairs; for each pair, pose as 

a detection problem
● Ask the question: how much score 

difference is required to determine if one 
video is significantly better than the other, 
with a 95% confidence?

○ e.g. R.P. 1.53 out of [1,5] — score 
difference required to claim video A is 
better than B with 95% confidence

● Report score difference in two scales
○ Subjective score scale [1, 5]
○ Quality metric scale e.g. [0, 100]

M. H. Pinson, S. Wolf, "Techniques for 
Evaluating Objective Video Quality Models 
Using Overlapping Subjective Data Sets", 
NTIA Technical Report TR-09-457.



AUC - Area Under the ROC Curve (Lukas et al.)

● Consider raw subjective scores’ 
variability

● Put scores in pairs; for each pair, 
pose as a detection problem

● Characterize performance by area 
under the ROC curve (ROC AUC)

● Two steps
○ Different/similar analysis
○ Better/worse analysis

L. Krasula, K. Fliegel, P. Le Callet and M. 
Klima, “On the accuracy of objective image 
and video quality models: New methodology 
for performance evaluation”, QoMEX 2016.



● ResPow
○ 23.379 - resolv. power 

in VMAF score scale (0 - 
100)

○ 1.373 - resolv. power in 
subjective scale (1 - 5)

● AUC
○ 0.878 - different/similar 

(DS) AUC analysis
○ 0.992 - better/worse 

(BW) AUC analysis
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Local Explainer - Motivation

● VMAF predicts video quality by 
fusing elementary metrics using 
a nonlinear regression (e.g. 
SVM)

● It is helpful to be able to 
interpret each elementary 
metric’s contribution to the final 
VMAF score

○ Something similar to a 
linear regressor will be nice, 
where the “weight” 
represents the importance



LIME - Local Interpretable Model-Agnostic Explanation



Local Explainer - Intuitions

● Idea in a nutshell
○ “Linearize” a nonlinear classifier (C) / 

regressor (R) at a local instance
○ The coefficients of the linear C / R serves 

as the weight for each features
● In more detail

○ For a local instance (i.e. feature vector), 
sample in its neighborhood (Gaussian 
kernel), run the nonlinear C / R to get the 
labels of the samples

○ Train a linear C / R using the samples and 
their labels



Local Explainer - Applying to VMAF

● Explain default VMAF model v0.6.1 on an OldTownCross video

./run_vmaf yuv420p 1920 1080 NFLX_dataset_public/ref/OldTownCross_25fps.yuv 
NFLX_dataset_public/dis/OldTownCross_90_1080_4300.yuv --local-explain



Local Explainer - Applying to BRISQUE

● Explain BRISQUE features

./run_vmaf yuv420p 1920 1080 NFLX_dataset_public/ref/OldTownCross_25fps.yuv 
NFLX_dataset_public/dis/OldTownCross_90_1080_4300.yuv --local-explain --model 
model/vmaf_brisque_all_v0.0rc.pkl
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The Need for Bootstrapping

spatial feature 
extraction
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Bootstrapping - “Resampling with Replacement”

B. Efron, “Bootstrap Methods: Another Look at the Jackknife”, The 
Annals of Statistics, 1979, Vol. 7, No. 1, 1 - 26



Bootstrapping on Training Videos
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Bootstrapping on Training Videos (Cont’d)

* 95% C.I., Bootstrapping 
based on 20 models



Subjective Bootstrapping
● Training videos can be different; but subjects can be as well

● How can we capture this subjective variability in VMAF predictions?

● Let Ns be the number of subjective bootstrap models

● For each bootstrap iteration:

○ Sample subjects (allow repetition)

○ For each train video, eliminate scores from subjects not selected

○ For each train video, repeat scores for subjects that were 

selected more than once



Toy Example
4 videos and 3 subjects: Tom, Jerry and Anna

3 example bootstrap sets: [Tom, Jerry, Tom], [Anna, Anna, Anna] and

[Jerry, Anna, Jerry]

Tom Jerry Anna

#0 5 3 3

#1 2 1 4

#2 3 5 1

#3 4 3 2

MOS

3.67

2.33

3.00

3.00



Toy Example - cont’d
● For each bootstrap set, determine the new MOS vector (labels)

● Retrain VMAF using the new labels

Tom Jerry Tom

#0 5 3 5

#1 2 1 2

#2 3 5 3

#3 4 3 4

MOS

4.33

1.67

3.67

3.67



Subjective Bootstrapping Results

Ns=20

Subjective variability tends to produce a lower CI than training video variability.



Coupled Bootstrapping
● Combine the two bootstrapping approaches
● Account for both training video and subjective variability

Bootstrap Train Predict

Test 
Data

Var
C.I.

Train 
Labels

Bootstrap
Labels

Train 
Data

Train 
Features



Coupled Bootstrapping Results

20 models 20 models 400 models

The combined effect of training video and subjective variability increases the CI.



Final Remarks

● We want to have better understanding of ML models trained to predict quality

● We have incorporated a set of helper tools to develop such understanding
○ Performance metrics: resolving power and AUC
○ Local explainer
○ Bootstrapping for prediction confidence interval

● We invite researchers to use our tools and also contribute new tools



New Techblog on VMAF



● Adaptive media streaming, content storage, and content delivery
● Novel technologies for interactive audiovisual communications
● Next-generation/future video coding, point cloud compression
● Cloud and P2P based multimedia
● Video streaming over software-defined networks
● Multimedia communications over future networks, such as information-centric networks 

next-generation 802.11ax networks and 5G wireless
● Coding and streaming of immersive media, including virtual reality (VR), augmented reality 

(AR), 360° video and multi-sensory systems
● Machine learning in media coding and streaming systems
● Standardization: DASH, MMT, CMAF, OMAF, MiAF, WebRTC, HTTP/2, QUIC, MPTCP, MSE, 

EME, WebXR, Hybrid Media, WAVE, etc.
● Emerging applications: social media, game streaming, personal broadcast, healthcare, 

industry 4.0, multi-camera surveillance, smart transportation, etc.

Submission deadline: February 10, 2019
Acceptance notification: March 22, 2019
Camera-ready deadline: April 7, 2019

https://2019.packet.video



Questions ?


