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Artificial Intelligence based Observers (AIOs)

§ Use  Shallow/ Deep  Neural network (NN)  to learn single 
observers’ quality perception

o Train one NN for each observer
o Ground truth data: individual opinion score 

§ Each neural network is looked at as a virtual observer (AIO)

o It accounts for the characteristics and expectation of the corresponding 
observer

o The subject’s inconsistency is modeled



AIOs: The Implementation

Shallow NN
based AIOs
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DeepNN 
based AIOs



AIOs: A measure of subject inconsistency
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§ Peter’s inconsistency regarding the quality of the input PVS
is predicted as: 
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AIOs vs Traditional media quality assessment approach
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Shallow NN  based AIOs: Results
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§ The optimal set of features changes from an observer to another



Shallow NN  based AIOs: Results
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§ AIOs are more accurate on the boundaries of the quality scale just 
like actual observers



Shallows NN  based AIOs: Results
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§ Actual observers vs their corresponding AIOs
§ 27 AIOs trained using the ITS4S dataset
§ The PVSs in the ”Public Safety” category are used as test set

Predicted = actual |Predicted-actual|<=1



Shallow NN  based AIOs: Results

9

§ Investigating the properties of the proposed inconsistency measure

VQEG-HD
For almost all observers, larger inconsistency is observed in 
the middle of the quality scale

JEG-HYBRID DATASET

Independently from the source, the AOIs showed higher 
consistency when evaluating low quality PVSs



Shallow NN  based AIOs: Results
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§ Towards understanding peculiarities of the human vision system

A significant loss of blocks leads to a distortion perceptible in a 
deterministic way by observers.

The importance of each feature for each observer is
obtained using the neighborhood component analysis 
feature selection algorithm.



From Shallow NN to Deep NN based AIOs 
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§ Hand-crafted features might not fully characterize the PVS
§ There is the need to extract the optimal set of features that really 

model each subject's individual quality
perception 

§ Deep NNs solve both issues

§ How to overcome the lack of large-scale training set which are needed 
to train Deep NNs  based AIOs



Deep NN based AIOs:  Training Process
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§ Synthetic training set + Transfer learning

Synthetic data

Training

Features recognizing JPEG 
compression are updated to 
capture Alice's quality perception  

Alice's AIO

JPEGResNet50
+

Transfer Learning 

JPEGRestNet50



Deep NN  based AIOs: Results
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§ The JPEGResNet50 learned Image quality Assessment features

Performance of the JPEGResNet50 when used to classify 2500 JPEG distorted Images



Deep NN  based AIOs: Results
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§ The JPEGResNet50 output five probabilities values, i.e.   𝑝! 𝑖 = 1,2, … , 5
§ 𝑀𝑂𝑆"#$=∑!%&' 𝑖 - 𝑝!
§ 𝑀𝑂𝑆() is the mean of AIOs opinions

PLCC SROCC

RMSE



Deep NN  based AIOs: Results
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Deep NN  based AIOs: Results
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§ Deep NNs based AIOs vs Actual ones
§ Is the SROCC between an AIO and an actual observer similar to that between

two actual observers?

Fig: Comparing the correlation values observed between the actual observers and the ones of the actual observers and 
AIOs. The higher is the overlap, the better it is.



Deep NN  based AIOs: Results
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§ AIOs enable the estimation of the user’s opinion distribution

Performance of the deep NN based AIOs
on 5 images obtained by progressively
compressing a source image

The predicted distribution of the user opinions for each image as a
function of its MOS. Note that the mode of the distribution tends to
increase as the MOS increases. Furthermore, as expected, the distribution
is concentrated around the value of the mode in most of the cases.

Kolmogorov–Smirnov test
of distribution similarity
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Thank you for your attention


