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Introduction
As video has become one of the most significant parts of media in our daily life, service providers have
made a lot of efforts to improve the quality of their service under limited bandwidth and storage. As a
consequence, effective video quality assessment (VQA) models that can predict video quality automatically
and accurately are required.
Compared to image quality assessment, VQA is more challenging due to the complexity of modeling
perceived quality characteristics in both spatial and temporal domain, effected by both practical distortion
and human perceptual effects.

 Practical distortion
• error signal

 Human perceptual effects
• short-term effect: visual masking effect of human visual system
• long-term effect: memory effect
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Introduction

 Nowadays, convolution neural networks has demonstrated outstanding performance in various
computer vision tasks, and thus been applied in VQA to better model the perceptual quality.

 Although deep learning based methods provide promising correlation with visual perception in VQA,
there still exists a dilemma where the limited understanding on human visual perception affects the
performance.

Contribution:
 A Quality Aggregation Network (QAN) approach for full-reference VQA is proposed.

• Spatial Quality Aggregation (SQA) network considers visual masking effect in frame-level.
• Temporal Quality Aggregation (TQA) network model memory effect in video-level.
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Quality Aggregation Network (QAN) 
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Quality Aggregation Network (QAN) 
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Spatial Quality Aggregation (SQA) 
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Error map[1]:

[1] J. Kim and S. Lee, “Deep learning of human visual sensitivity in image quality assessment framework,” in IEEE Conference on Computer Vision and 
Pattern Recognition (CVPR), 2017, pp. 1676–1684.
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Spatial Quality Aggregation (SQA) 

Clip k

Distorted video

Reference video

3D 
CNN

3D 
CNN

3D 
CNN

C
onvLSTM

C
N

N Σ×

Sensitivity
map

Distortion
map

𝑣𝑣𝑘𝑘

 3D CNN Component: effectively extracting spatial-temporal features and fuse multi-frame 
masking effects over the target frame.

• slow-fusion approach is adopted in early spatio-temporal feature extraction stage before the 
concatenation
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Spatial Quality Aggregation (SQA) 
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 ConvLSTM Component: preserving spatial information, while also modeling the influence of 
previous motion on current short-term representation.
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Spatial Quality Aggregation (SQA) 
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 2D CNN Component: compressing the spatio-temporal features into sensitivity map 𝑀𝑀𝑡𝑡𝑘𝑘, which 
can be seen as the mask in visual masking effect.
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Spatial Quality Aggregation (SQA) 

Clip k

Distorted video

Reference video

3D 
CNN

3D 
CNN

3D 
CNN

C
onvLSTM

C
N

N Σ×

Sensitivity
map

Distortion
map

𝑣𝑣𝑘𝑘

 Regression Component: aggregating spatial distortion information and regressing features into the 
predicted scores.

• Since zero-padding is used before each convolution operation, values tend to be zero near the 
borders around the sensitivity map. 𝑝𝑝𝑛𝑛 pixels near the borders around the map are excluded.
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Spatial Quality Aggregation (SQA) 

Clip k

Distorted video

Reference video

3D 
CNN

3D 
CNN

3D 
CNN

C
onvLSTM

C
N

N Σ×

Sensitivity
map

Distortion
map

𝑣𝑣𝑘𝑘

 Loss Function:
• MSE loss: optimizing towards better prediction quality. 
• Total variation (TV) regularization[1]: relieving high-frequency noise in the perceptual sensitivity map.

• L2 regularization: applied to parameters to avoid the overfitting issue.

[1] A. Mahendran and A. Vedaldi. Visualizing deep convolutional neural networks using natural pre-images. Int. J. Comput. Vis., 2016.
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Temporal Quality Aggregation (TQA)
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Based on SQA, TQA aims at predicting the retrospective quality 
score and exploring the temporal pattern.

 Bidirectional LSTM: weighing the importance of the frame-
level quality scores.

 Score aggregation:

 Loss function:
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Experiments

 Datasets:
• LIVE Video Quality Database
• CSIQ Video database

 The training of the proposed QAN consists of two stages:
• At Stage I, SQA is trained to predict the frame-level quality scores.
• At Stage II, TQA is trained to predict retrospective quality score using the pre-trained SQA.

 Patch-based training approach is adopted to obtain more video clips as training samples, of 
which the shape is 112×112 in spatial dimension and 8 frames in temporal dimension.

 Using leave-2-fold-out cross-validation strategy for fair comparison.
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Performance Comparison

Performance comparison on LIVE VQA database.
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Performance Comparison

Box plot of PLCC/SROCC distributions of the VQA metrics
for 20 iterations on the LIVE VQA database.
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Performance Comparison

Performance comparison on CSIQ database.



Lab. of Intelligent Information Processing

Experiments

17

Performance Comparison

Box plot of PLCC/SROCC distributions of the VQA metrics
for 20 iterations on the CSIQ database.
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Ablation Study

Ablation study on LIVE VQA database.

 QAN model outperforms the model with SQA, demonstrating that QAN successfully models 
temporal quality variation with memory effect.

 The wireless and IP distortion may lead to serious degradation on some frames, and thus leave a 
greater impact on the overall quality assessment compared to other frames.
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Conclusion

 In summary, we propose a novel Quality Aggregation Network (QAN) model for FR-VQA task:
• A spatial quality aggregation network is designed by adopting 3D CNN and ConvLSTM to

learn spatio-temporal masking effects which greatly influences the perception of the video
quality.

• A temporal quality aggregation network is proposed based on LSTM to simulate the
memory effect during video viewing and evaluation.

 Experimental results show that QAN greatly improves the overall accuracy on both LIVE VQA
and CSIQ databases when compared with the SOTA models.

 Code: https://github.com/lorenzowu/QAN
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