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Visual Quality Assessment (VQA)

e Two Application Scenarios

o Professional video content streaming: both raw and compressed videos are available
o UGC video streaming and conversational video: no-reference videos are available

» User Generated Content (UGC) * Multi-party conversational Video
» Capture/display by smartphones * Low latency requirement




VQA of Professional Video

e Solution: VMAF (Video Multi-Method Assessment Fusion)
e Collaboration between USC and Netflix (2014-2015)
e Received Technology and Engineering Emmy Award (2020)



VQA of UGC & Conversational Video

o Main Challenges
No reference
Limited computational resources (i.e., memory & power
consumption)
Low latency for interaction

» Solution:
Lightweight machine learning solution



About Me

e C.-C.JayKuo

William M. Hogue Professor and Distinguished
Professor at USC

Director of Media Communication Lab (MCL)
Fellow of AAAS, ACM, IEEE, NAIl and SPIE.
Academician, Academia Sinica (Taiwan)
Publications: 15 books, 30 patents, 340 journal
papers, 1000 conference papers



Industrial Collaboration (with 70+ Companies)




Collaboration with Meta (2022)

January 2022 - March 2022 March 2022 - October 2022 October 2022 - December 2022

Blind image quality Blind video quality assessment (BVQA) Reports and demos
assessment (BIQA)
° Design quality-aware feature ) Extract features for I-frames. ° Wrap up the results and
extractor for BIQA. ° Include temporal information into our system, produce final reports and
° Adopt regressors for including motions, residuals, and etc. demos.
perceptual quality score ° Conduct experiments on benchmark BVQA datasets. ° Code organization and
predictions. ° Time & memory analysis. documentation.

° Conduct experiments on ) Refining BIQA.
benchmark BIQA datasets.
° Time & memory analysis.
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Challenges Our approach

e Datasets e Green learning method [1]
o Subjective scores are expensive to obtain o Lightweight model without
o Authentic datasets contain mixed and complex backward propagation
distortions o Low latency
e Existing methods o Low computational resources
o  Conventional methods o Reasonable performance

m Hand-crafted features
m Lack of expressiveness for user-generated
images/videos
o Deep learning methods
m Huge models pre-trained on large datasets
m High latency and computing complexity for
mobile or edge devices

[1] C.-C. J. Kuo and A. M. Madni, “Green learning: Introduction, examples and outlook,”

Journal of Visual Communication and Image Representation, vol. 90, p. 103685, 2023




GreenBIQA — Exemplary Images

e Mean opinion scores (MOS)
e 1:Bad, 2: Poor, 3: Fair, 4: Good, 5: Excellent

MOS: 3.63 MOS: 3.72 MOS: 4.21 MOS: 1.78



GreenBIQA - Pipeline

- Increase the number of - Generic image - Quality-aware - Quality score
training samples features image features prediction
- Capture more image - Decision ensemble

patterns




GreenBIQA - Image features

e Multi-hop feature determination e Quality-aware feature selection

o Two-hop is sufficient for quality
assessment — parameter efficient



GreenBIQA — Prediction Results

MOS: 3.63 MQOS: 3.72 MOS: 4.21 MOS: 1.78
Prediction: 3.65 Prediction: 3.81 Prediction: 3.75 Prediction: 2.68
Accurate Accurate Under-estimate Over-estimate




GreenBIQA - Performance Benchmarking

Dataset
BIQA Method LIVE-Challenge KonlIQ-10K Model Size(MB) GFLOPs  KFLOPs/pixel
SROCC PLCC SROCC PLCC
NIQE 0.455 0.483 0.531 0.538 - - -
BRISQUE 0.608 0.629 0.665 0.681 - - -
CORNIA 0.632 0.661 0.780 0.795 7.4 (4.07x) - -
HOSA 0.661 0.675 0.805 0.813 0.23 (0.13x) - -
BIECON 0.595  0.613  0.618  0.651 35.2 (19.34x)  0.088 (2.6x)  85.91 (126.8x)
WaDIQaM 0.671 0.680 0.797 0.805 25.2 (13.85x)  0.137 (4.0x) 133.82 (197.4x)
NIMA (Inception-v2)  0.637 0.698 - - 37.4 (20.55x) 4.37 (128.5x)  87.10 (128.5%)
PQR 0.857  0.882 0.880 0.884  235.9 (129.62x) - -
DBCNN 0.851 0.869 0.875 0.884 54. f) (30.00x) 16.5 (485.3x) 328.84 (485.1x)
HyperIQA 0.859 0.882 0.906 0.917  104.7 (57.53x) 12.8 (376.5x) 255.10 (376.3x)
GreenBIQA (Ours) 0.801 0.809 0.858 0.870 1.82 (1x) 0.034 (1x) 0.678 (1x)
Model Performance Model Memory

Computational Complexity

(Correlations with MOS) Efficiency




Green Blind Video
Quality Assessment

Introduction

O

O O

Green Blind Image

. Takeaway
Quality Assessment




GreenBVQA — Exemplary Videos

MOS: 2.61 MOS: 3.60

MOS: 4.02 MOS: 1.55
















GreenBVQA - Pipeline

e Combine GreenBIQA and GreenBVQA to a systematic pipeline

Unsupervised Supervised

GreenBIQA

Representati
Frames
Temporal Feature
Input U . Video
) eature 3 . .
G ree n BVQA Vid Spatio-temporal Features [ Selection Regression | ) Quallty
aeos I l Scores
Data Cropping —
(sub-image . Supervised Quality-

cropping, Aware Feature Mas

cube cropping) Unsupervised Feature Generation Selection Prediction




GreenBVQA - Video features

e Data cropping hierarchy for feature extraction
Frame->sub-image, video->sub-video, cube->sub-cube
Sub-image: spatial feature (2D-transform)

Cube: temporal, spatial-temporal feature (3D-transform)
Sub-cube: color feature (3D-transform)




GreenBVQA — Prediction Results

MOS: 2.61
Predict: 2.68
Accurate

MOS: 4.02
Predict: 2.97
Under-

@ estimate @

MOS: 3.60
Predict: 3.52
Accurate

MOS: 1.55
Predict: 2.30
Over-
estimate















GreenBVQA - Performance Benchmarking

® Model complexity comparison, where the reported SROCC and PLCC
performance numbers are against the KoNViD-1k dataset

Model Performance Model Memory Computational
(Correlations with MOS) Efficiency Complexity



Takeaway
e Objective guality assessment for images and videos is essential in RTC
e There is no reference available in UGC and conversational video
e Our proposed solution, GreenBIQA and GreenBVQA, can achieve tier-one
performance with ~50x smaller model size and ~500x less computational

complexity as compared to SOTA deep learning methods

e Weakly supervised learning is one of the future research directions
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Thank You.
We are happy to answer any guestions.



GreenBVQA — Performance on individual datasets

TABLE VI
COMPARISON OF THE PLCC AND SROCC PERFORMANCE OF 10 BENCHMARKING METHODS AGAINST THREE VQA DATASETS.
CvD2014 LIVE-VQC KoNViD-1k Average
Model SROCCtT PLCCtT SROCCT PLCCT SROCCtT PLCCT SROCCT PLCCYT
NIQE [4] 0.475 0.607 0.593 0.631 0.539 0.551 0.535 0.596
BRISQUE [6] 0.790 0.804 0.593 0.624 0.649 0.651 0.677 0.654
CORNIA [7] 0.627 0.663 0.681 0.723 0.735 0.735 0.681 0.707
V-BLIINDS [13] 0.795 0.806 0.681 0.699 0.706 0.701 0.727 0.735
TLVQM [32] 0.802 0.823 0.783 0.785 0.763 0.765 0.782 0.791
VIDEVAL |54] 0.814 0.832 0.744 0.748 0.770 0.771 0.776 0.783
VSFA |37] 0.850 0.859 0.717 0.770 0.794 (0.798 0.787 0.809
RAPIQUE [18] 0.807 0.823 0.741 0.761 0.788 0.805 0.778 0.796
QSA-VQM [39] (0.850 0.859 0.742 0.778 0.801 0.802 0.797 0.813
Mirko et al. [47] 0.834 0.848 0.742 0.780 0.772 0.784 0.782 0.804
CNN-TLVQM [40] 0.852 0.868 0.811 0.828 0.814 0.817 0.825 0.837
GreenBVQA(Ours) 0.835 0.854 0.785 0.789 0.776 0.779 0.798 0.807




GreenBVQA — Computation efficiency

e Three settings of videos (240frs@540p, 364frs@480p, 467frs@720p)




GreenBVQA — Computation efficiency

e Three settings of videos (240frs@540p, 364frs@480p, 467frs@720p)
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